From Microbes to Methane: Al-Based Predictive
Modeling of Feed Additive Efficacy in Dairy Cows

Yaniv Altshuler!?
yanival @mit.edu

ABSTRACT—In an era of increasing pres-
sure to achieve sustainable agriculture, the opti-
mization of livestock feed for enhancing yield and
minimizing environmental impact is a paramount
objective. This study presents a pioneering ap-
proach towards this goal, using rumen microbiome
data to predict the efficacy of feed additives in
dairy cattle.

We collected an extensive dataset that includes
methane emissions from 2,190 Holstein cows dis-
tributed across 34 distinct sites. The cows were
divided into control and experimental groups in
a double-blind, unbiased manner, accounting for
variables such as age, days in lactation, and av-
erage milk yield. The experimental groups were
administered one of four leading commercial feed
additives: Agolin, Kexxtone, Allimax, and Relyon.
Methane emissions were measured individually
both before the administration of additives and
over a subsequent 12-week period. To develop
our predictive model for additive efficacy, rumen
microbiome samples were collected from 510 cows
from the same herds prior to the study’s onset.
These samples underwent deep metagenomic shot-
gun sequencing, yielding an average of 15.7 million
reads per sample. Utilizing innovative artificial
intelligence techniques we successfully estimated
the efficacy of these feed additives across different
farms. The model’s robustness was further con-
firmed through validation with independent co-
horts, affirming its generalizability and reliability.

Our results underscore the transformative capa-
bility of using targeted feed additive strategies to
both optimize dairy yield and milk composition,
and to significantly reduce methane emissions.
Specifically, our predictive model demonstrates a
scenario where its application could guide the
assignment of additives to farms where they are
most effective. In doing so, we could achieve an
average potential reduction of over 27% in overall
emissions.
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1 INTRODUCTION

Ruminants, thanks to the intricate symbi-
otic relationship with their resident microbiota,
have the unique ability to breakdown complex
polysaccharides like cellulose and hemicellulose,
which constitute the primary components of their
plant-based diet. This process is facilitated by
the host animal’s provision of a stable environ-
ment, facilitating continuous mixing, deconstruc-
tion, and fermentation of ingested plant material.
This, in turn, results in the production of short-
chain fatty acids which serve as a digestible
energy source for the host animal [61], [62].

The assembly and development of the rumen
microbiota is a multifactorial process, influenced
by several host and environmental factors. These
include the host’s age, diet [81], genetic makeup
[79], and herd origin [24], all of which play a
pivotal role in defining the microbiota’s com-
positional layout [44]. Moreover, the stochastic
colonization events of the rumen during early life
stages can leave lasting imprints on the ruminant
microbiome’s structure [81].

While this symbiotic relationship allows ru-
minants to thrive on fibrous diets, it also has
an environmental cost. The ruminant digestive
process is a significant contributor to the emis-
sion of methane, a potent greenhouse gas, which
accounts for about 14% of total greenhouse
emissions and has a global warming potential
28 times higher than carbon dioxide (COs).
Notably, livestock are estimated to contribute
to nearly 30% of all anthropogenic methane
emissions [61].

Efforts to mitigate the environmental impact
of dairy farming have given rise to several inno-
vative strategies. One such approach involves the
utilization of microbial biomarkers to identify
cows with high methane emission rates, thereby
enabling targeted management strategies aimed
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at reducing methane emissions and fostering en-
vironmental sustainability [72]. A more refined
strategy involves characterizing microbial gene
abundances as proxies for methane emissions,
focusing specifically on metabolic pathways ex-
pected to exhibit variation between low and high
methane emitters [93].

This study adopted an unbiased metagenomic
approach to create a model that determines the
most suitable feed additive customized for indi-
vidual herds, allowing for precision application
based on individual microbiome profiles. This
methodology acknowledges the significant vari-
ation and multitude of contributing factors that
lead to the diverse responses observed among
ruminants. We capitalize on the rich biological
information stored in the rumen microbiome,
transforming the microbiome of a select few
cows in each herd into a living ’sensor’, and
allowing us to predict the most effective feed
additive tailored to that specific herd.

We devised a two-stage trial design target-
ing the prediction of the efficacy of methane-
reducing additives using cows’ microbiome data.
The initial stage engages an unsupervised ma-
chine learning process, trained on a diverse
dataset that includes microbiome samples from a
wide spectrum of cows across various farms. The
following stage makes use of a smaller subset of
cows, whose methane emissions have been doc-
umented periodically, to implement supervised
learning. This stage is aimed at constructing
a predictive model that associates microbiome
profiles with the effectiveness of feed additives.

By directly tapping into the microbiome, we
bypass conventional variables such as weather
and diet, which, though traditionally deemed
critical, pose a challenge in establishing a clear,
direct association with feed additive efficacy.
Our approach presents an objective and compre-
hensive solution designed to effectively mitigate
methane emissions in livestock farming.

The innovation of this approach lies not only
in the use of the microbiome as a predictive tool,
but also in our capacity to make sense of its
complex raw data. The rumen microbiome, rich
in diversity and complexity, presents a significant
analytical challenge that until now has hindered
its utility in such applications. To tackle this,
we employed a data-driven approach powered by
state-of-the-art artificial intelligence technology,
creating a pioneering model that acknowledges

the extensive variation and plethora of fac-
tors contributing to diverse responses observed
among ruminants. By leveraging the power of
the microbiome and artificial intelligence, our
approach offers a promising avenue for fu-
ture environmentally-conscious livestock man-
agement.

Our approach is noteworthy for its scalability,
applicability beyond mere methane reduction,
and potential for continuous improvement as
more data accumulate. This manuscript eluci-
dates our detailed trial design and deliberates
upon its prospective influence on environmental
sustainability, farm economy, and the expansive
realm of precision agriculture.

2 MATERIALS AND METHODS

2.1 MICROBIOME ACQUISITION AND RU-
MINAL FLUID SAMPLING

Rumen cannulation (RC) and stomach tubing
(ST) stand as the two most prevalent techniques
for the study of ruminal fermentation and mi-
crobial community composition in both large
and small ruminants [63], [66]. While some
researchers posited that samples acquired using
ST may be less indicative of certain rumen
parameters like pH, VFA concentrations, or bac-
terial communities compared to RC [22], ST
remains a valuable technique when exploring
molar proportions of VFA, protozoa count, dH2,
methane, and ammonia concentrations [25], [30],
[83], [94].

For our study, we employed ST, specifically
the passive ruminal fluid collection technique,
for its distinct advantages. Cannulation, although
precise, is both expensive and invasive. It typ-
ically necessitates a smaller cohort of animals
due to its inherent complexity. In contrast, ST
allowed us to collect ruminal fluid from a large
cohort of intact animals. This not only induces
less stress in the animals but also facilitates sam-
pling in commercial dairies rather than solely
experimental facilities.

Opting for stomach tubing as our primary
technique for ruminal fluid extraction also aligns
well with anticipated expansions to studies in-
volving other ruminants. In research focused on
small ruminants, a methodological comparison
between surgical rumen cannulation and stomach
tubing found the latter to be a more viable,
safer, and pragmatic choice for sampling rumen



2 MATERIALS AND METHODS

contents in sheep and goats for the study of rumi-
nal fermentation [73]. Notably, stomach tubing
facilitates the collection of a diverse bacterial
community and effectively mirrors most results
garnered from cannula-based sampling.

The utilization of stomach tubing for sample
collection is particularly conducive to the com-
prehensive, data-driven approach we adopted in
our study. Recent research [34] illustrated that,
as anticipated, stomach tubing garners more di-
verse and varied microbial samples than those
derived from cannulated animals. This height-
ened diversity is invaluable for our analytics.
A richer microbial profile provides a broader
spectrum of data, enabling us to capture a more
nuanced and holistic understanding of the com-
plex interactions and processes occurring within
the rumen. Crucially, despite this increase in
diversity, stomach tubing samples remain highly
representative of the fermentation processes and
the methanogenic microbiota present in the ru-
men. This ensures our analyses are grounded
in a more complete representation of the rumen
environment, maximizing the reliability and pre-
cision of our results.

In our ST sampling method, we utilized a 300-
cm long polyvinyl chloride orogastric tube (2.9
cm O.D. and 2.5 cm I.D.) with 4 holes perforated
at its distal 30 cm. During each sampling event,
the cow’s head was restrained, and the tube,
when attached to a 50 cm speculum, was gently
inserted through the esophagus into the rumen.
Once in place, the tube remained lower than the
cow’s head, allowing ruminal fluid to passively
accumulate. We discarded the initial 10 ml of
fluid to mitigate potential saliva contamination,
after which we collected 50 ml of ruminal fluid
in a sterile conical tube for further analyses. To
prevent cross-contamination between samples,
both the tube and the speculum were meticu-
lously rinsed and bleached after each use.

2.2 SAMPLE PROCESSING AND SEQUENC-
ING

The rumen fluid samples collected were in-
stantaneously frozen on-site with dry-ice and
dispatched the very same day to a storage fa-
cility, where they were securely stored at a
temperature of -80°C.

When ready for shipment, the frozen rumen

fluid samples were brought to room temperature
by defrosting them in ZYMO DNA/RNA Shield

buffer (ZR-R1100-250). This process safeguards
the samples from degradation during transport.
They were then transported at room temperature
to a specialized DNA service facility.

The DNA was extracted from the rumen fluid
samples using the ZymoBIOMICS 96 MagBead
DNA Kit (Zymo Research, Cat. no. D4308), in
strict adherence to the provided manufacturer’s
protocol.

Subsequently, library preparation for sequenc-
ing was executed strictly adhering to the guide-
lines provided by the Illumina DNA Prep (II-
lumina, Cat. no. 20060059). The assembled li-
braries were then subjected to paired-end se-
quencing with 2x150 base reads employing an
Illumina NovaSeq 6000 instrument. For this pur-
pose, the NovaSeq 6000 S4 Reagent Kit v1.5
(300 cycles) (Illumina, Cat. no. 20028312) was
used.

Notably, all processes, inclusive of DNA ex-
traction, library preparation, and sequencing,
were conducted at ZYMO Research based in
Freiburg, Germany.

Upon receiving the results of the sequenc-
ing process, the integrity of the raw FASTQ
sequences was assessed by employing the
FASTQC software for quality control, and sub-
sequently, the data was fine-tuned by BBDUK
with a set of customized parameters for optimal
refinement.

Specifically, Illumina adapters were meticu-
lously eliminated from the 3’ end of the se-
quence, and all reads that contained fewer than
100 bp were systematically discarded. This data
filtering and refinement process resulted in an
average yield of approximately 15.7 million
reads per sample (see more detailed in Figure
3). The average Phred Score for all samples
was higher than 35, the adapter content was
less than 0.5% with duplication rate of 25%
(see Figure 2). The complete sequencing quality
control report is available online and will be
provided by the authors upon request.

2.3 ANIMALS

In this study, we examined 2,190 Israeli Hol-
stein cows. Currently, Israel has approximately
102,200 dairy cows, the vast majority of which
are of the Israeli Holstein breed. Roughly 70%
of these cows are found in Kibbutz herds, which
are large units within cooperatively owned and
managed farms. The remaining 30% are part
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Fig. 1: Evaluation of the depths of sequenced samples:
an in-depth examination of the sampling depth across
various sequencing processes.

of Moshav herds, which are smaller, family-
owned farms. According to the Israeli Herd
Book annual report of 2022 [96] the Israeli
cow produced an average of 12,442 kg of milk
(production/cow/305 days), of which 3.32% is
protein and 3.89% is fat. The annual milk yield
per cow recorded here is among the highest
globally. For comparison’s sake, the per-cow
milk production in the USA in 2022 stood at
10,839 kg, as referenced in [4].

The participating study sites housed between
400 and 900 cows each. No significant corre-
lation was found between the farm size and the
average efficacy of the feed additives. The micro-
biome sample from 10 cows used for prediction
constituted at least 1.1% of the total herd size.
Given the absence of a significant correlation
between farm size and the prediction engine’s
accuracy, we postulate that our method should
be pertinent for sample sizes of at least 0.5%.
For example, this suggests that a sample from 15
cows could representatively predict the expected
efficacy for a herd of up to 3,000 cows.

24 GLOBAL APPLICABILITY:
OVERCOMING GEOGRAPHICAL AND
NUTRITIONAL VARIABILITIES

While the methodology outlined in this study
was initially implemented in commercial dairies
across Israel, it possesses a broad applicabil-
ity that extends well beyond this geographical
boundary. This universality stems from several
key factors that were integral to our research
design and execution.

First, our trials were deliberately conducted
across a diverse range of geographical settings
within Israel, encompassing areas from arid
deserts to cooler mountainous regions and more
temperate plains. This variety in environmen-
tal conditions mirrors the broad spectrum of
climatic zones found in many countries where
extensive dairy farming is practiced. Hence, the
efficacy of our methodology in these varied Is-
raeli locales strongly suggests its potential adapt-
ability and effectiveness in similar geographical
contexts worldwide.

Secondly, our research accounted for various
nutritional regimes implemented in these farms.
The diet of dairy cows in Israel, much like in
numerous other countries, includes by-products
from the food industry, such as pulp, gluten
meal, and citrus fruits. This aspect of our study
is particularly significant as it demonstrates the
adaptability of our methodology to different
feeding practices and regimes, which are a com-
mon feature in global dairy farming.

Furthermore, while our primary focus lies in
the realm of the microbiome and its mathemat-
ical interactions, it is important to consider the
potential variability of microbiomes across dif-
ferent countries. However, we posit that regional
differences in the rumen microbiome are un-
likely to significantly impact the applicability of
our method. This is because our approach hinges
on a mathematical framework that is largely
data-agnostic. The core of our methodology is
the analysis of power-law and network dynamics
within the microbiome, a process that is not
inherently limited by geographical variations in
microbiome composition.

In essence, the requirement of our methodol-
ogy is straightforward: to sequence the micro-
biome and measure methane emissions. From
these datasets, regardless of their geographic
origin, our model is capable of making accurate
predictions. The mathematical nature of this ap-
proach underlines its potential global applicabil-
ity, as the fundamental principles of power-law
dynamics and network analysis are universally
applicable.

2.5 METHANE DETECTION AND QUANTIFI-
CATION

A multitude of methane sensing techniques

exists in the market today, reflecting the diverse

array of applications they serve - from safety
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Fig. 2: Analysis of sequence duplication levels, illustrating the extent of duplication across various sequencing
processes. Notably, the majority of samples exhibit a low count of duplicates, signifying the high quality of

the sequencing process.

monitoring in mining and natural gas industries,
air quality surveillance in urban areas, to green-
house gas emission tracking for climate research.
Originally, these devices were not specifically
conceived for agricultural settings, let alone for
monitoring ruminant animals like cows. How-
ever, recognizing the crucial role of livestock
in methane emissions, our study undertook a
comprehensive evaluation of the available sens-
ing technologies. After thorough scrutiny, which
considered aspects such as accuracy, durability,
suitability for large scale deployment, and adapt-
ability to the unique conditions of a farm envi-
ronment, we were able to select those sensors
most apt for our specific needs in measuring

bovine methane emissions.
2.5.1 EXISTING TECHNOLOGIES FOR
METHANE DETECTION AND

MEASUREMENT

The following presents an overview of the
principal technological methodologies employed
today in commercially available methane sensors
and their potential suitability for ruminant en-
teric methane emissions.

Infrared Sensors:

These sensors measure methane concentration
by detecting the specific wavelengths absorbed
by methane. They tend to be reliable and require
low maintenance. Some commercial examples
include the ExplorIR-M 5% CO, Sensor and
the SGX Sensortech’s IR Methane Sensor [13].
While these sensors are quite accurate, their
placement and exposure to environmental con-
ditions could impact the readings in a free-range
cattle environment.

Semiconductor Sensors:

These sensors measure methane by detecting
the change in resistance of a semiconductor
material exposed to different methane concen-
trations. These are usually less expensive than
infrared sensors, but they tend to have a shorter
lifespan and require more maintenance. Figaro’s
TGS2611 [82] is an example of a semiconductor
methane sensor. Their low-cost could be advan-
tageous for wide-scale deployment across large
cattle farms.

Catalytic Sensors:

These sensors measure methane concentration
by detecting the heat produced when methane
reacts with a catalyst. However, these sensors
might not be ideal for methane measurement
from cows due to their susceptibility to poison-
ing and their requirement for oxygen to func-
tion. An example of such a commercial sensor
is the Honeywell XCD Methane Gas Detector.
This fixed gas detector is designed to provide
comprehensive monitoring of combustible gas
levels in various environments and is known for
its reliability and accuracy.

Electrochemical Sensors:

These sensors measure methane by detecting
the current generated when methane is oxidized.
While they are sensitive and compact, they tend
to have a shorter lifespan than other sensor types.
The ALTAIR Pro Single-Gas Detector [77] is an
example of an electrochemical sensor, designed
for worker safety in mind, with a primarily goal
to monitor potentially harmful gases in confined
spaces.
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Photoacoustic Spectroscopy Sensors:

Instruments like the INNOVA 1412i Photoa-
coustic Gas Monitor [71] use the principle of
photoacoustic spectroscopy to measure methane
emissions. These are highly accurate but can
be more expensive and might be more suited
to laboratory settings or small scale, intensive
research studies.

Laser-based Sensors:

Sensors like the LI-COR’s LI-7700 Open Path
CH, Analyzer [58] use laser technology to
measure methane concentrations in the open air.
These are highly accurate and can cover a large
area, making them suitable for large farms, but
they are often also significantly more expensive.

Sulfur Hexafluoride (SFg) Tracer:

This technique is commonly used for measur-
ing methane emissions in ruminants. It involves
the animal inhaling a small quantity of SFg,
and the concentration of SFg and methane in
the exhaled air is measured, allowing for the
implicit calculation of the methane production
rate of the animal [60]. This technique is widely
used in research settings due to its accuracy,
but it requires specific equipment and technical
expertise, making it less suitable for widespread
commercial use. An example is the SF6 Sulfur
Hexafluoride Gas Analyzer by Nova Analytical
Systems, specifically designed for such applica-
tions.

2.5.2 ASSESSMENT OF METHANE EMIS-
SIONS IN PRIOR RUMINANT RE-
SEARCH

In recent years, the quest to reduce emissions
from enteric methane fermentation has garnered
increasing attention. This has sparked significant
efforts towards devising techniques that not only
accurately represent in-field situations but also
minimize the disturbance to the animals [21],
[75].

While conventional industrial methane sensors
have been repurposed for measuring ruminant
methane emissions (see infra-red-based sens-
ing in [13], laser-based studies in [23], and a
combination of photoacoustic spectroscopy and
infrared sensors in [70]), there has also been
progress in developing methods specifically tai-
lored for bovine applications. A comprehensive
comparison of these techniques is elaborated in
[29]. Below, we provide a succinct summary
of the predominant methodologies, highlighting
their respective advantages and drawbacks:

Respiration Chambers:

The breathing or calorimetric chamber has
been the traditional benchmark for measuring
CH, emissions from ruminants in various set-
tings [12]. This method’s chief aim is to quantify
the energy generated through an animal’s regular
metabolic processes. Such chambers play a piv-
otal role in exploring strategies to curtail C'Hy
emissions. They function by monitoring the con-
centrations of gasses in the animal’s exhaled
air within a regulated environment. However,
the use of the calorimetric chamber is generally
confined to the analysis of a single animal due to
construction costs and the need for specialized
operational skills [88].

Head chamber:

This method employs an airtight box, encir-
cling the ruminant’s head, with a curtain or
sleeve around the neck to restrict air exchange
between the internal and external atmospheres
of the chamber [12]. The box should be ade-
quately sized to allow unhindered head move-
ments and access to feed and water. Compared
to the calorimetric chamber, the prime benefit
of this approach lies in its cost-effectiveness (in
comparison to the respiration chamber). Similar
to the calorimetric chamber, measurements must
be performed individually on trained animals.

Face chamber:

The face mask, akin to the calorimetric
and head chambers, presents another approach
for measuring C'H4 from ruminants [47]. This
method involves fitting a mask onto the animal’s
head to gather air exhaled through the airways.
The animal requires a brief acclimation period
to the equipment, typically spanning seven days,
with six-minute sessions each day [67]. During
this time, the animal is not allowed to eat or
drink, and the analyses are conducted similarly
to those in an open calorimetric chamber.

Polyethylene tunnel:

This method utilizes a structure reminiscent of
an agricultural greenhouse, erected on a pasture
with dual layers of inflatable polyethylene walls
and a large entrance. It serves as a simpler
alternative to the calorimetric chamber in terms
of operation and data collection. Inside this
tunnel, air is consistently drawn in, allowing for
continuous collection of air samples from an
exhaust port for gas analysis or gas chromatog-
raphy [48]. This method is typically employed
to assess C'H, emissions in areas of fresh for-
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age, allowing animals to behave naturally and
controlling selected forage within the confined
tunnel space. This technique’s benefits include
the animals’ unrestricted movement within the
tunnel and the relatively low acquisition and
installation costs. However, it is impractical to
control the tunnel’s temperature during periods
of high ambient temperature. Most studies using
this method have focused on sheep due to pasture
space constraints [12]. Additionally, this tech-
nique is unsuitable for experiments evaluating
various treatments.
Sulfur Hexafluoride (SFg) Tracer:
The sulfur hexafluoride (SF6) method involves
a small permeation capsule, essentially a metal
tube with a porous plate at one end, filled with
S F. Initially, the capsule is placed in a thermo-
static water bath for a month before it is inserted
into the animal’s rumen. The animal is fitted
with a halter that has a capillary tube connected
to a PVC yoke. Over a specified duration, this
apparatus collects exhaled gases. After a vacuum
is applied, the sample is sent to the lab for gas
chromatography analysis. A valve in the PVC
yoke ensures the collection of exhaled air at a
steady rate. This collection system is calibrated
to stop once the sample fills approximately half
of the system’s storage capacity, typically within
24 hours. This method allows the animals to
move freely and engage in normal grazing activ-
ities, removing the necessity for confining them
in cages or barometric chambers. Nevertheless,
the animals need training to acclimate to the
equipment, and the PVC tubing requires daily
replacement [60].
Automatic feeder technique (GreenFeed):
The GreenFeed technique operates by recog-
nizing an electronic tag on the animal as it begins
to feed. The system then measures the gases
emitted every second during the feeding pro-
cess, allowing for the monitoring of individual
emission rates over time. Given that approxi-
mately 90% of gases produced by ruminants are
released through eructation via the mouth and
nostrils, this system generates a highly reliable
dataset for research on GHG reduction strategies
[36]. Upon insertion of its head into the feeder,
the animal is identified via an electronic tag
using radio frequency technology (RFID). A fan
then activates to draw in the air exhaled through
the animal’s nostrils and mouth. Sensors within
the equipment measure gas concentrations, the

volume of emitted gas, and other environmental
parameters. Despite its advantages, GreenFeed
presents considerable challenges that may limit
its use. Its high cost can be prohibitive, espe-
cially in larger studies, making implementation
unfeasible in many research centers. Addition-
ally, the time required to acclimate animals,
particularly Zebu and other native commercial
breeds, to the equipment should be considered
when planning studies utilizing this technique
[40].

2.5.3 SELECTED SENSOR:

Though several dedicated sensing mechanisms
have been developed specifically for monitoring
methane emissions from cows, such as respira-
tion chambers, polyethylene tunnel, head cham-
ber, face mask or an automatic feeder, these
tools share common disadvantages. Primarily,
their use results in an alteration of the cows’
natural behavior, making the captured data less
representative of the animals’ day-to-day emis-
sion patterns. The disruption of normal behavior
is due to the intrusive nature of these devices,
which typically require direct contact with the
animals or confinement within a restricted space.

These methods also lack scalability. In larger
farms with hundreds or thousands of cows, the
application of these techniques becomes a lo-
gistical challenge, limiting their utility in ex-
tensive real-world scenarios. The expenses as-
sociated with these techniques further dampen
their practicality - the high costs involved in
the construction, maintenance, and operation of
these devices often make them economically
unfeasible for most farms. Furthermore, their use
typically demands trained cows which accustom
to the devices, imposing an additional layer of
complexity to the measurement process.

Given these limitations, we elected to leverage
an industrial methane sensor for our study. In-
dustrial sensors are known for their high degree
of accuracy and sensitivity, essential features
for reliable data collection. More importantly,
their non-intrusive nature allows the cows to
behave naturally, ensuring that the data gathered
is reflective of standard methane emissions under
typical conditions. This non-intrusiveness also
means the cows require no special training or
conditioning to tolerate the device. Being de-
signed for industrial applications, these sensors
are robust, cost-effective, and scalable, enabling
their usage across larger herds without a signif-
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icant uptick in operational complexity. Thus, by
using an adapted industrial sensor, we hope to
bypass many of the hurdles associated with ded-
icated cow methane sensors and collect reliable
and representative data on methane emissions
from ruminants.

SEMS5000 by Geotech: Detailed Specifica-

tions and Primary Advantages:

The ATEX Gas Analyser Geotech SEM5000
is a robust, hand-held device specifically de-
signed to measure methane concentrations. Built
for use in challenging environments, this device
has some key capabilities and advantages that
make it well-suited for methane measurement
in ruminants like cows. The SEM5000 utilizes
laser-based technology for detecting and quanti-
fying methane levels with a range of 0 ppm to
100% volume (laser based sensors were demon-
strated to be of ideal use for methane mea-
surements in ruminants [74]). It boasts a rapid
response time, delivering results in seconds. The
device also has an in-built GPS, which allows for
geo-tagging of measurements and the creation of
gas concentration maps. The key advantages of
this sensor in methane measurement for cows are
as follows:

« Non-invasive and very low stress method:
Unlike some techniques that require animal
confinement or behaviour modification, the
SEMS5000 allows for measurements to be
taken in a non-invasive manner, reducing
stress on the animals and ensuring data
gathered represents their natural behaviour.

o Accuracy and precision: The laser tech-
nology used in the SEM5000 delivers high-
accuracy and precision readings, reducing
the potential for errors and increasing the
reliability of the data.

o Portability and robustness: Given its
hand-held design and robust construction,
the SEMS5000 can be used in a variety
of field conditions, making it a practical
tool for monitoring methane emissions in
grazing environments.

« Scalability: The SEM5000 allows for high-
throughput data collection and can be used
to measure methane emissions from a large
number of animals over a short period,
making it a more scalable solution than
other techniques.

o Cost: Notably, the SEM5000 Methane De-
tector is a cost-effective choice, priced at

nearly one-tenth the cost of the Greenfeed
system, offering efficient and affordable
monitoring of methane emissions.

Fig. 3: The Geotech SEM5000 Methane Detector, a
hand-held device utilizing laser-based technology for
highly accurate and rapid methane concentration mea-
surements. Its compact design enhances portability
and usability under various field conditions, and its
fast response time coupled with high data throughput
make it an ideal tool for extensive in-field ruminant
measurements.

Specification Value

Range 0 to 10,000 ppm
Resolution 0.1 ppm
Accuracy 0.7 ppm
Technology laser based
Response time | < 2.5 sec.

Rate 2 sec. per reading
Battery life 10 hours

Flow 1 litre per Minute
Weight 1.3 kg

TABLE I: Main technical specifications of the
Geotech SEM5000 methane detector.

2.54 COMPARATIVE PERFORMANCE
EVALUATION OF THE SEMS000
SENSOR

In order to ascertain the reliability and ro-
bustness of the SEM5000 sensor for ruminant
methane measurement, we devised a compre-
hensive study. Our objective was to show that,
although less costly and more scalable than other
commonly used technologies, the SEM5000 can
deliver equivalent levels of accuracy. For com-
parative benchmarking, we selected the Li-Cor
LI-7810 laser-based [98] system and the Green-
Feed system [36] - two established technologies
in the field. Li-Cor LI-7810, while robust and
accurate [46], [50], [89], is considerably more
expensive, and GreenFeed, though regarded as
the gold standard [35], [40], [41], presents lim-
itations in scalability, usability and cost.

Comparative analysis methodology:

Our comparison methodology involved con-
ducting two distinct sets of tests. In the first
set, we concurrently measured the same cows
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using the SEM5000 and GreenFeed devices.
This allowed for a direct comparison between
these two methods on the same animal subjects.
We compared the mean and median methane
emissions from each cow as measured by both
sensors. Given the heightened concern over high
methane emissions in the context of mitigation,
we also analyzed the average of the top 25% of
readings. To further validate the consistency be-
tween the two sensors, we employed the Mann-
Whitney U Test [64], a non-parametric method
designed to determine if two sets of readings
originate from the same source.

In the second set of tests, we used the
SEMS5000 and Li-Cor 7810 devices in parallel
over a period of four weeks, measuring 48
different cows. This extended period of obser-
vation, as well as the large number of speci-
mens being measured, provided a comprehensive
set of data to compare the performance of the
SEMS5000 sensor to the well-established Li-Cor
7810 laser-based system. For each cow, we de-
termined the regression between measurements
from the two sensors. Subsequently, we used the
Bland—-Altman method [14], a technique tailored
for evaluating the concordance of two sensors
measuring identical data. As a final step, we
computed the Root Mean Square Error (RMSE)
to quantify the differences between the two
Sensors.

The order of measurements was randomized
in both sets of tests to minimize potential bias.

Results:

Our preliminary findings provide compelling
evidence supporting the suitability of the
SEMS5000 sensor for ruminant methane mea-
surement. The comparative data suggest that the
SEMS5000 sensor achieves high levels of accu-
racy, comparable to that of the pricier Li-Cor and
GreenFeed systems. A detailed analysis of these
results is presented in the forthcoming figures,
demonstrating the commendable performance of
the SEMS5000 sensor.

Table II presents a comparison between mea-
surements taken using the SEMS5000 and the
Greenfeed sensors for four cows. The results
demonstrate that while the SEMS5000 sensor
exhibits a marginally higher data variance, the
key properties, such as average and median
emissions levels align closely. The observed dif-
ferences not only meet the stringent criteria set
out by Verra’s VM41 protocol [78] and the CDM

Meth Panel Guidance on Addressing Uncertainty
in the Estimation of Emissions Reductions for
CDM Project Activities but also fall below the
15% threshold for sensors’ compliance defined
in the IPCC 2006 Guidelines, Volume 2, Chapter
2, Tables 2.2 to 2.6 [26]. This assertion of
compliance is further validated by the Mann-
Whitney U Test results [64], which suggest that
(for each cow) both data streams likely derive
from the same source. This analysis establishes
the credibility of the SEM5000 sensor for mea-
suring enteric methane emissions, affirming its
readings to be as dependable as those from the
Greenfeed system. The results from the SEM500
and the GreenFeed system, when measuring
the same cow, are depicted in Figure 4. Both
measurements showcase comparable emissions
levels and temporal dynamics.

Figures 5 and 6 further bolster the credibility
of the SEM5000 sensor for enteric methane mea-
surements. In these figures, methane emissions
from 48 distinct cows, measured over a span
of 4 weeks by both sensors, are showcased.
A discernible strong correlation between the
measurements from the two sensors is evident.
Coupled with the robust correlation, the Bland-
Altman analysis further corroborates these obser-
vations. The Bland-Altman method is primarily
utilized to assess the agreement between two
different measurement techniques, determining
the consistency and discrepancy in results. Its
affirmation in this context emphasizes the relia-
bility and similarity of readings between the two

Sensors.

2.5.5 PERIODIC METHANE MEASURE-
MENT: DURATION AND CONSIS-
TENCY

One of the core strengths of our research
methodology revolves around the repeated mea-
surements of each cow throughout an extended
12-week period post-treatment. This strategy is
deeply rooted in the need to validate the persis-
tent efficacy—or potential lack thereof—of the
additives. Over time, factors such as changes in
feed quality, external environmental conditions,
or the cow’s inherent physiology might impact
methane emission levels. By measuring emis-
sions repeatedly over several weeks, we ensure
that the observed effects (or non-effects) of the
additive remain consistent.

In addition, to enhance data accuracy and
reduce volatility, methane emissions were con-
sistently measured at the same hour of the day
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Fig. 4: Methane levels (in parts per million) for the same cow, as measured at different times by the SEM5000
sensor and the GreenFeed system. The readings exhibit similar dynamics and values.
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Metric Cow 2071 Cow 2299 Cow 2481 Cow 2849 Avg. %
Change

Mean C'Hy 159/167 123/129 909/934 127/133 4.8%

Median CHy 84/87 70/73 773/782 66/68 3.6%

Mean of top 25% CH, readings  410/418 295/326 1318/1397 335/328 5.6%

STD of C'Hy readings 196/235 123/168 261/326 161/221 29.6%

Mann-Whitney U Test p-value 0.065245 0.022432 0.000019 0.009071 N/A

TABLE II: Comparison between measurements taken using the Greenfeed system and the SEM5000 sensor,
for four different cows (values are shown as Greenfeed/SEMS5000 for each cow). The close alignment in these
metrics between the two sensors underscores their comparable performance. The Mann-Whitney U Test [64],
a non-parametric statistical test, is employed to determine whether two independent samples were drawn from
a population with the same distribution. In this context, the test’s results suggest a high probability that the
measurements from both sensors are from the same distribution. This conclusion further suggests that data
captured using the SEM5000 can, with a high degree of confidence, be used as a proxy for results from the
Greenfeed system, paving the way for broader and more flexible deployment of these sensors in methane

measurement campaigns.

for each test session, thereby minimizing the
impact of diurnal variations.

The importance of extended measurement pe-
riods is not just an internal research princi-
ple but is also underscored by the standards
set by external bodies. Specifically, the VM41
protocol [78] for enteric methane measurement
and reduction, established by the Verra agency,
mandates that projects measure emissions for at
least 8 weeks to be compliant with its guidelines
[74]. This timeframe is recommended to ensure
a thorough assessment of the additive’s perfor-
mance. In acknowledgment of the significance
of these guidelines, and with an aim to enhance
the statistical robustness of our results, we opted
for an extended 12-week measurement duration
for our study.

At each time point, the efficacy of the feed
additive was calculated by comparing the current
measurements of the cows that were available
and measured on that day to their emission levels
recorded before the commencement of the trial.
This implies that the exact composition of cows
measured may differ between consecutive farm
visits. However, this does not compromise the
accuracy of the efficacy calculation at each point.
The reason being, the cows in both the treatment
and control groups are always compared to their
individual baseline emissions level, which was
established prior to the initiation of the trial. This
procedure ensures that the efficacy determination
is based on individualized comparisons, thereby
maintaining the overall reliability of the results.

We also took steps to manage the potential
variability in our measurements due to cow eva-
siveness. The percentage of cows that managed

to evade measurement was consistently kept
below 20%, reducing the overall impact of this
phenomenon on our data set. Consequently, we
believe that the influence of this variability on
our overall findings is minimal. This aspect of
the study underscores the complexities of field
research in livestock environments and the need

for adaptable research methodologies.
2.5.6 METHANE READING METHODOL-
OGY

When measuring methane emissions from
cows, the variability in the data due to di-
verse observation durations and transient spikes
presents significant challenges. Our methodol-
ogy needed to effectively address these discrep-
ancies to yield reliable and consistent metrics.

Ambient Noise Filtering:

Methane measurements can capture ambient
readings, especially before and after the actual
approach to the cow. To filter out these irrelevant
readings and hone in on the cow’s emissions, we
considered only values above 5 parts per million
(ppm). This threshold ensures we primarily focus
on the cow’s emissions, excluding most ambient
interference.

Data Consolidation and Noise Reduction:

To condense the varied readings from each
visit into a single representative number and
simultaneously mitigate the noise (like sudden
spikes due to burping), we employed the median
value. As a measure of central tendency, the me-
dian is inherently robust against outliers, offering
a more stable representation of the cow’s typical
methane emission.

Formally, given a set of methane readings for
a specific cow c¢ taken on a sequence of time
stamps {Rc,, Retys .-, Rety ) On a specific
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Fig. 6: Bland-Altman analysis comparing the SEM5000 and the LICOR 7810 laser-based sensor. The Bland-
Altman test [14] is used to assess the agreement between two different instruments measuring the same
parameter. In the plot, the difference between the two sensors’ readings is plotted against their average. The
central line represents the mean difference, while the outer lines depict the limits of agreement, which are
calculated as the mean difference & 1.96 times the standard deviation of the differences. Apart from two
outliers, all data points lie within the confidence limits, indicating that the measurements from the two sensors
are largely in agreement and can be used interchangeably for most practical purposes [31].

day d, the consolidated value for that day and
cow is computed as:

R. 4 = median ({R,| R, > 5 ppm})

By implementing this methodology, we ensure
a single, consistent methane reading per cow for
each visit, establishing a dependable foundation
for subsequent comparative analysis across var-
ious visits and cows.

2.6 FEED ADDITIVES

The landscape of feed additives, designed to
mitigate methane emissions, is rich and varied,
with each product leveraging a unique biolog-
ical strategy. These formulations are designed
to interact with the bovine digestive process
in various ways to reduce the production of
methane, a major byproduct [5]. The efficacy of

these additives is largely determined by the spe-
cific biological pathway they target, underlining
the need for personalized application based on
each farm’s specific conditions and requirements
[11]. From methane inhibitors and direct-fed
microbials to natural plant extracts and chemical
compounds, the range of solutions showcases the
vast scope of scientific novelty directed towards
curbing this environmental concern. In this study
we have tested the following widely used and
commercially available additives.

2.6.1 AGOLIN

Ruminant (Agolin) is a commercially avail-
able blend of essential oils (coriander seed oil,
eugenol, geranyl acetate, and geraniol) which
has been demonstrated to reduce greenhouse gas
emissions in dairy cows and improve energy
corrected milk and feed efficiency [17] at a
daily dose of 0.8 to 1 gram per animal. Agolin
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increases milk production in cows producing
moderate milk yield ( 30 kg/d), however, this
response depends on duration of feeding (5 to 8
wk min). Some observed consistent and convinc-
ing 2-3% increase in yields of milk or ECM [18],
[28]. Agolin is shown to inhibit ruminal methane
production or intensity by 8% on average while
no apparent change in dry matter intake (DMI)
nor on milk composition was described. Exact

mode of action is yet to be elucidated [28].
2.6.2 RELYON

Manufactured by Phibro Animal Health, this
tannins flavonoid and essential oils-based ad-
ditive was shown to mitigate ruminal methene
emission in by 13% on average, while no change
in milk yield or its composition was observed
[39], [69]. While more rigorous scientific studies
are desirable to substantiate Relyon’s promising
role in also enhancing feed conversion and stim-
ulating appetite in ruminants, the preliminary

results presented to date are encouraging.
2.6.3 KEXXTONE (ELANCO)

Kexxtone is a Monensin containing in-
traruminal bolus for administration 3-4 weeks
pre-calving to help the peri-parturient dairy
cow/heifer maintaining an appropriate energy
balance and thereby preventing many peri-
parturient metabolic based diseases [9]. The
Kexxtone bolus releases Monensin for a period
of 95 days in the rumen [27].

Ionophores such as Monensin improve
methane mitigation by enhancing digestive
efficiency to favor propionate production over
acetate, which reduces Hy for methanogens.
This methanogenesis inhibition becomes more
pronounced in diets with higher fat content
[33], [91]. Meta-analyses of Monensin conclude
an effect on methanogenesis inhibition of up to

10% reduction on average in dairy [28], [57].
2.6.4 ALLIMAX

Allimax bolus (Garlic, Allicin) has been de-
veloped for the purpose of alternative anti-
microbial activity in dairy. The natural extract
Allicin, which is the main active ingredient
of the sulfur-containing organic compounds in
garlic, has anti-inflammatory, anticancer, antiox-
idant, and antibacterial properties [56]. How-
ever, the specific mechanism underlying its effect
on mastitis in dairy cows needs to be further
studied [6], [16]. The supplementation of Al-
licin has been observed to elevate the levels
of propionate and butyrate during partial incu-
bation periods, suggesting its potential role in

curtailing methane emissions [90]. Even though
compelling in vitro evidence demonstrates the
ability of Allicin to mitigate methane emissions
by up to 38% [28], [39], [92], in vivo studies
confirming these findings remain scarce to date
(6], [49].

2.7 FROM MICROBIAL DATA TO ADDITIVE
EFFICACY PREDICTION

This section offers a concise overview of the
methodology used in this study. Detailed dis-
cussions and formal mathematical delineations
concerning data processing, training, validation,
and the employed algorithms can be found in
Sections 3 and 5.

Input:

This study was carried our in partnership
with 34 trial sites. We collected 15 microbiome
samples from each site, which were subse-
quently subjected to deep shotgun metagenomic
sequencing. At every site, one or more feed addi-
tives were administered to distinct groups, each
consisting of 20 cows. Additionally, a control
group of 20 cows was established at each site,
receiving no treatment. Throughout a period of
3 months, starting from the onset of the trial, we
periodically recorded methane emissions from
each cow. This consistent monitoring allowed
us to determine the normalized efficacy of each
additive across the various sites.

Unsupervised Detection of Microbial DNA
Patterns:

In our research, we directly utilized the raw
sequencing data — strings of 100-150 nucleotides
— without delving into specific identification of
microbes or strains. Our distinctive DNA an-
alytics algorithm, with a network-oriented ap-
proach, processed the data from all gathered
microbiome samples (refer to Section 5). This
analysis yielded a plethora of DNA patterns.
Each pattern has been analytically validated to
be improbable to emerge spontaneously in ran-
dom microbial genetic samplings, making them
statistically likely to correlate with a phenotypic
trait, regardless of its relevance to the study’s
goals.

The initial phase of our method involves an
unsupervised data analysis, serving as an ef-
fective dimensionality reduction technique. This
process can efficiently handle billions of raw se-
quences, each 100-150 bases in length. It distills
these into a computationally tractable number
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of clusters containing “statistically significant”
substrings. Importantly, this approach sidesteps
any bias toward predetermined feature spaces,
data preprocessing, or the inherent semantics of
the problem.

This phase can be updated as new data be-
comes available, leading to the identification of
new DNA patterns that contribute to the system’s
predictive capabilities for the same or new prop-
erties.

Filtering the Microbial DNA Patterns us-
ing Semantic Labels:

For each DNA pattern (actually a collection
of 100-150 long DNA bases), we can filter only
those whose frequency (i.e., the number of times
they occur in a sample) correlates strongly with
the property we aim to predict (i.e., an addi-
tive’s efficacy, defined by its methane reduction
capacity, normalized for the control group on the
same farm). This phase is executed once for each
group of labels (i.e., once per additive).

Output:

The process yields a collection of DNA se-
quence groups, which are statistically validated
to correlate with our target property. These seg-
ments, termed ‘“microbiome markers”’, subse-
quently serve as a reference against which sam-
ples from new farms are contrasted. This com-
parison produces an anticipated efficacy score
ranging from 0 (no efficacy) to 1 (maximal
efficacy) for the given additive.

3 FIELD STUDY DESIGN
3.1 DEFINITIONS

Below are the definitions of groups and anno-
tations used in the description of the study:

o F: The set of all farms participating in the
study, F' = {f1, fa, ..., fn}.

o F4: The subset of farms selected for testing
a specific additive A.

e Cy;: The set of “Learning Microbiome
Cows” (LMCs) for each farm f; € F,
selected for unsupervised learning of the
microbiome.

o Px: This represents the collection of “mi-
crobial genetic patterns” derived from each
microbiome sample X. Each sample gives
rise to a distinct network G x comprised of
a constant set of M = |V| nodes and unique
edges, F'x. Patterns are extracted both from
individual network analysis and from the

superposition of networks, enabling explo-
ration of a broad spectrum of combinatorial
possibilities based on various criteria.

e Pg: represent the patterns derived from a
combination of networks, where S is the set
of samples considered for superposition.

e Cy; and C, ;: The partition of the LMCs
into a “Microbiome Train Group” and a
“Microbiome Validation Group” for each
farm f; € Fla.

e Cpy i The 40 cows selected for methane
measurement in each farm f; € Fy.

o Chcis Cmt.is Cw,it The division of Cp, ;
into three groups “Control Methane
Cows”, “Train Methane Cows” and “Test
Methane Cows” (or “Validation Methane
Cows”).

o ]A%Cyd : the level of methane emission for
a cow c for a day d (calculated as the
median of methane readings above a certain
“ambiance threshold”).

o Mye(c) and Myog(c): The pre-additive and
post-additive methane levels for a cow c.
Notably, since the cows were measured
multiple times over the 12-week period
following the introduction of the additive,
we obtain multiple f%c,d values for each cow
(each corresponding to a respective day d,
whereas Dy and Do represent the days
of pre-additive treatment and post-additive
treatment respectively), of which we take
the mean:

Mposi(€) = mean ({I%Qd|d € Dpost})

Mpre(c) = mean ({Rc,d|d € Dpre})

This repeated sampling further strengthens
the statistical significance of the measure-
ments.

° Tpre,iv Tpost,iv Cpre,i7 Cpost,i: The mean
pre-additive and post-additive methane lev-
els for the treatment and control cows in a
farm f;.

e 74,y The methane efficacy for farm f; and
additive A, calculated as:

NAf, = TPOSM/TpTe,i _ Tpost,i : Cpre,i
o Cpost,i/Cpre,i Tprc,i : Cpost,i

Following are some key notes regarding the
groups and their properties:

o The Learning Microbiome Cows (C,, ;) and
the cows selected for methane measurement
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(Cy,s) in each farm are disjoint, i.e. Cy, ;N
Chn.i = 0 for each farm f; € Fy.

o The “Microbiome Train Group” (C; ;) and
“Microbiome Validation Group” (C, ;) are
also disjoint for each farm f; € Fjg, i.e.
Ot,i N Ov,i =0.

o Similarly, the “Control Methane Cows”,
“Train Methane Cows” and “Test Methane
Cows” groups are pairwise disjoint for each
farm fz € Fjyu, ie. Cmc,i n Cmt,i = (Z),
Cmc,i mC"m'u,i = w, and Cmt,i mC(m’u,i = @

o The efficacy of an additive A in a farm f; is
a time series measurement, represented as a
set 1a,f, = {e1,e€2,...,e,} where each e,
is calculated from the ratio of mean pre-
additive and post-additive methane levels
for the treatment and control cows.

o The division of cows into “control methane
cows” (CMC), “train methane cows”
(TMC), and “test methane cows” (TeMC)
has been optimized to minimize bias. This
has been achieved by exhaustively exam-
ining all possible allocations of cows into
the three groups, and selecting the assign-
ment that minimizes the maximum dis-
crepancy among the distributions of age
(AGE);), days in lactation (DIL;), and av-
erage milk yield (AMY;) across the groups.
Let Greyme, Grrye, and Grpepo rep-
resent the groups of cows. The condition
for the optimal assignment can be for-
mally expressed as: For all ¢, and for any
two distinct groups Gr, and Gr, from
{Greymce, Grrve, Grrenmc}, we choose
the assignment that minimizes the following
quantity:

|P(AGE;|Gry) — P(AGE;|Gry)|,

|P(DIL;|Gry) — P(DIL;|Gry)|,

|P(AMY;|Gr,) — P(AMY;|Gry)|

max

This guarantees that the selected division of
cows into groups ensures the least possible
bias across all characteristics, given the
distributions of age, days in lactation, and
average milk yield among the cows.

3.2 TRAINING THE MODEL

This stage is executed per each feed additive
A. Note that whereas not all farms are included
in this stage (since feed additive A may have
been tested by only a subset of the available
farms), all of the data patterns extracted in the

unsupervised phase is used to train its efficacy
prediction model. We denote the subset of farms
used for this stage as F)y C F.

For each farm f; € F4, we further partition
the LMCs into a “Microbiome Train Group”
Cii € C,,; and a “Microbiome Validation
Group” Cyy; = Cy i \ Cts.

Also for each farm f;, we introduce a set of 40
cows Cp, ; for methane measurement. We divide
this set into three groups: “Control Methane
Cows” Cine,i» “Train Methane Cows” Cly,¢ ; and
“Test Methane Cows” Chy ;.

Let Mpre(c) and Mpos(c) denote the pre-
additive and post-additive methane levels for a
cow c, respectively. Mp,(c) and Mp,s(c) are
calculated as the median of methane levels over
30 to 120 seconds, excluding values smaller than
5 parts per million.

The methane efficacy 14, ¢, for farm f; and
additive A is calculated as follows:

m Zcecmt,i Mpre(c)’ the
mean pre-additive methane for the treat-
ment cows in the farm,

m ZCGant)i Mpost(c)’ the
mean post-additive methane for the treat-
ment cows in the farm,

\CTIM-I Zcecmm Mpre(c), the
mean pre-additive methane for the control
cows in the farm,

‘C'Tch Zcecmc,i Mpost(c)s the
mean post-additive methane for the control
cows in the farm.

Having the overall efficacy calculated as:

i Tpre,i

i Tpost,i

° Op’re,i

° Cpost,i =

o Tpost,i . Cp're,i
NA,fi = T . C

pre,i * Cpost,i

This efficacy, along with the microbiome
amples from C};, is used for the supervised
earning process, serving as the label for all
microbiome cows at farm f;. Specifically, the
efficacy derived from the training cows Cp,y ;,
is utilized as labels for the features generated
by the training microbiome cows C ;. Likewise,
the efficacy determined for the validation cows,
Cpw.,i» 18 employed as labels for the features
from the validation microbiome cows C, ;.

3.3 FLOWCHART

The following figures offer a visual break-
down of our study’s flowchart. Figure 7 outlines
the foundational design tailored for one feed
additive. This design is reiterated for various
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additives, with both the control group and the
microbiome group being reused. Figure 8 show-
cases the unsupervised learning phase. Mean-
while, the supervised learning segment, followed
by validation, is illustrated in Figure 9.

3.4 MICROBIOME MARKERS USED IN THIS
STUDY

As highlighted in Section 2.7 and expounded
upon in Section 5, our proposed Al-driven ana-
Iytical methodology interprets sequenced micro-
bial data in tandem with corresponding attribute
labels, crafting a predictive model applicable for
subsequent microbiome samples. Versatile in its
design, this approach can formulate a “micro-
biome marker” for any given attribute presented
as a label. In the context of this study it is
associated with cows exhibiting high efficacy
towards a specific feed additive. However, in
future works this could equally pertain to other
biological attributes such as heightened survival
rates against certain diseases and so on. This
biomarker comprises two sets of short DNA se-
quences, their prevalence in microbiome samples
serves as a predictor of the target attribute. The
first set, termed the “top list” (or “positive list”),
features DNA segments indicative of a high
likelihood of association with the desired bio-
logical condition. Conversely, the “bottom list”
(or “negative list”) captures DNA segments that
exhibit a low probability of such an association.

The explicit sets of DNA segments identified
from the microbiome data and methane measure-
ments used in this study are presented in Tables
IIL, IV, V and VI. Future studies and commercial
projects can leverage these lists to predict the
efficacy of the additives evaluated in this study.
Given these lists and microbiome samples from
COWS 1, Ca,... In a farm f we formally define
the prediction score for the efficacy of additive
Ain f as follows:

1) For each cow ¢; in farm f identify the top-

1000 most popular k-mers.
2) Compute the score for cow c; as:

C(lop - Cbottom

where:

e Ciop is the ratio of the number of k-
mers from the “top list” for additive A
present in the top-1000 most popular
k-mers for cow c¢; to the total length
of the “top list” for additive A. This

results in values ranging from O (no
presence in top-1000) to 1 (all k-mers
in the top-list are present in top-1000).
e Chottom 18 defined similarly using the
“bottom list” for additive A.
Consequently, each cow can now have
scores between -1 and 1.

3) For farm f compute the average of its
cows’ scores. This farm-level score will
also range between -1 and 1. To normalize
this score, add 1 and then divide by 2, yield-
ing values between 0 (indicative of expected
low efficacy) and 1 (indicative of expected
high efficacy). Scores around 0.5 suggest
insufficient information for prediction.

For the scope of this study it is assumed that
both the “top list” and “bottom list” consist
of k-mers of length & = 30. Nonetheless, the
analysis detailed in this study can be promptly
adapted to encompass k-mers of various lengths.
Additionally, k-mers of different lengths that
are found to be associated with the efficacy in
question can be seamlessly integrated to boost
prediction accuracy.

In this study, we opted for a straightforward
method to compute both the cow-level and farm-
level scores. This decision was made to bolster
robustness and minimize the risk of over-fitting.
Clearly, the chosen value of 1000 and the count-
ing method for the k-mers, which disregards
their specific rank or absolute popularity, can
be substituted with a more refined mechanism.
Additionally, this approach could be superseded
by advanced machine learning techniques that
train models on the presence of identified k-
mers, potentially improving predictive accuracy.

4 RESULTS

For each feed additive A and for each farm
fi € Fa, the microbiome samples from C, ;
were used to predict the additive’s efficacy. This
predicted efficacy was then contrasted with the
actual efficacy determined through the analysis
of methane emissions from C,,.; and Cp,, ;.

This design allows for general applicability to
different additives and use cases, with potential
for synergistic improvement as more data is
added to the unsupervised learning stage. Impor-
tantly, the division of cows into various groups
is done in a way that reduces bias for factors like
age of cows, their days in lactation, and average
milk yield.
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Fig. 7: Schematic representation of the field study design tailored for a single feed additive. The initial
unsupervised phase identifies genetic patterns from all 15 microbiome samples of a farm and is detailed
further in Figure 8. Crucially, this phase is conducted once and is applicable across all additives. Of the 15
microbiome samples, 5 are designated for model training while the remaining 10 are earmarked for validation.
The microbiome samples form the feature set of the model, with labels being generated based on the average
performance of a distinct group of methane cows. One of the pivotal strengths of our design is the assurance

that the genetic markers identified by the model are not just emblematic of the microbiome cow group but

resonate with the broader farm context. This robustness is reinforced by two layers of separation involving

the methane cows: the initial distinction from the microbiome cows and subsequently ensuring the cows used

for model training differ from those in the validation, each group being wholly independent. This separation
takes place both among the microbiome cows as well as the methane measurement cows.

Top K-mers

Bottom K-mers

ACGTGATCAGTGCATGATCAGTCACGTGAT
AGGTGTCGCGCGGCTCAGCTGGCGAGTATC
AGTATCAGGCAGATGAGCGGGCAGGTGTCG
AGTGCATGATAGCCACGTGATCAGTGCATG
ATAGCCACGTGATCAGTGCATGATCAGTCA
ATCAGTGCATGATAGCCACGTGATCAGTGC
ATCATGCACTGATCACGTGACTGATCATGC
ATCATGCACTGATCACGTGGCTATCATGCA
ATGATAGCCACGTGATCAGTGCATGATCAG
ATGATCAGTCACGTGATCAGTGCATGATCA
ATGCACTGATCACGTGGCTATCATGCACTG
ATTGGGGATTGGGGATTGGGGATTGGGGAT
CAGCTGGCGAGTATCAGGCAGATGAGCGGG
CGCGGCTCAGCTGGCGAGTATCAGGCAGAT
CGTGATCAGTGCATGATAGCCACGTGATCA
CTCATCTGCCTGATACTCGCCAGCTGAGCC
GCATGATCAGCCACGTGATCAGTGCATGAT
GCGAGTATCAGGCAGATGAGCGGGCAGGTG
GCTCAGCTGGCGAGTATCAGGCAGATGAGC
GGCAGGTGTCGCGCGGCTCAGCTGGCGAGT
GGGATTGGGGATTGGGGATTGGGGATTGGG
GTGCATGATCAGTCACGTGATCAGTGCATG
GTGTGTGTGTGTGTGTGTGTGTGTGTGTGT
TCATGCACTGATCACGTGGCTGATCATGCA
TGTCGCGCGGCTCAGCTGGCGAGTATCAGG

AAAGGTACGAAAATTTTAGCTAATCACAAC
ACCTTGCAAAGGTACGAAAATTTTAGCTAA
ACGCGTGGACGCGTGGACGCGTGGACGCGT
ATAATAATAATAATAATAATAATAATAATA
ATGACCTTGCAAAGGTACGAAAATTTTAGC
CGTGGACGCGTGGACGCGTGGACGCGTGGA
CTTATACACATCTCGAGCCCACGAGACCTA
CTTATACACATCTCGAGCCCACGAGACGCT
GACGCATGACGCATGACGCATGACGCATGA
GCCAAGCTGTTCTTGGCGTAAGATGCAATG
GCGTAAGATGCAATGGCTGAGAACTTGACT
GCTGAGAACTTGACTTTCAAGAGTTCTTTT
GCTGTTCTTGGCGTAAGATGCAATGGCTGA
GTTCTTGGCGTAAGATGCAATGGCTGAGAA
GTTGAGAGTTGAGAGTTGAGAGTTGAGAGT
GTTGATGACCTTGCAAAGGTACGAAAATTT
TAAGATGCAATGGCTGAGAACTTGACTTTC
TAGGCCAAGCTGTTCTTGGCGTAAGATGCA
TCATGCGTCATGCGTCATGCGTCATGCGTC
TCTCTTATACACATCTACGCTGCCGACGAC
TCTTATACACATCTCCAGCCCACGAGACTT
TCTTATACACATCTCGAGCCCACGAGACTT
TCTTATACACATCTTGACGCTGCCGACGAC
TGCAAAGGTACGAAAATTTTAGCTAATCAC
TGCAATGGCTGAGAACTTGACTTTCAAGAG
TGTCAAGCGGCAACCGATCGGTTACGCTGA
TTATCTCATTGCTTTTCACCTCACACATTT
TTCAAGAGTTCTTTTCTCTTTCTGATTGCC
TTCACCTCACACATTTCAGTGTCAAGCGGC
TTCAGTGTCAAGCGGCAACCGATCGGTTAC
TTGACTTTCAAGAGTTCTTTTCTCTTTCTG
TTGCTTTTCACCTCACACATTTCAGTGTCA
TTGGCGTAAGATGCAATGGCTGAGAACTTG

TABLE III: Top and Bottom k-mers markers for feed additive Agolin. See more details in Section 3.4
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Top K-mers

Bottom K-mers

AAACATGGGCAGGCCTATGAAACCCACCGC
AAAGAGAGGTGAGAAACATGGGCAGGCCTA
AAATTAATGTTTATATATGTTAAATTAATG
AACGCTGTACAAGAAGCGCCTGAACACCGA
ACGCATGACGCATGACGCATGACGCATGAC
ATATGTTAAATTAATGTTTATATATGTTAA
ATGACGCATGACGCATGACGCATGACGCAT
ATGCGTCATGCGTCATGCGTCATGCGTCAT
ATGGGCAGGCCTATGAAACCCACCGCAGTC
CAGGCCTATGAAACCCACCGCAGTCAAGAA
CCAGACCCTCAGCGACATCGGAACGACCGC
CGTCATGCGTCATGCGTCATGCGTCATGCG
CTCTGCTCTGCTCTGCTCTGCTCTGCTCTG
CTCTTATACACATCTCGAGCCCACGAGACA
GAGAAACATGGGCAGGCCTATGAAACCCAC
GGTGAGAAACATGGGCAGGCCTATGAAACC
GTTAAATTAATGTTTATATATGTTAAATTA
TCTTTTTCTTTTTCTTTTTCTTTTTCTTTT
TTTTCTTTTTCTTTTTCTTTTTCTTTTTCT

AAAATTAGATAAATTTAAAGAAGTTAAAGA
AACATTATTAGTATTAAAATTAGATAAATT
AATAATAATAATAATAATAATAATAATAAT
AATCCCCAATCCCCAAAACCCAAAACCCAA
AATGGGGATTGGGGATTGGGGATTGGGGAT
AATTGGGGATTGGGGATTGGGGATTGGGGA
AGATAAATTTAAAGAAGTTAAAGAAGAACA
AGTATTAAAATTAGATAAATTTAAAGAAGT
ATTAAAATTAGATAAATTTAAAGAAGTTAA
ATTAGATAAATTTAAAGAAGTTAAAGAAGA
ATTAGTATTAAAATTAGATAAATTTAAAGA
ATTATTAGTATTAAAATTAGATAAATTTAA
ATTATTATTATTATTATTATTATTATTATT
ATTGGGCCCAATCCCCAATCCCCAAACCCC
ATTGGGGATTGGGGATTGGGGATTGGGCCC
CCAATCCCCAAAACCCAAAACCCCAAACCC
CCAATCCCCAATCCCCAATACCCAAAACCC
CCAATCCCCAATCCCCAATCCCCAATCCCC
CCCAATCCCCAATCCCCAAAACCCAAAACC
GATTGGGGATTGGGGATTGGGGATTGGGGG
GGGATTGGGGAGTGGGGATTGGGGATTGGG
GGGGATTGGGGATTGGGGATTGGGGATTGG
TAAATTTAAAGAAGTTAAAGAAGAACAATT
TCCCCAATCCCCAATCCCCAATCCCCATTA
TCTTATACACATCTCGAGCCCACGAGACGA
TGGGGATTGGGGATTGGGGAGTGGGGATTG
TTGGGGATTGGGGAGTGGGGATTGGGGATT
TTGGGGATTGGGGATTGGGGATTGGGGCCA

TABLE IV: Top and Bottom k-mers markers for feed additive Allimax. See more details in Section 3.4

Top K-mers

Bottom K-mers

AAACACCATATATATTGAGAAAGAGAGGTG
AAACATGGGCAGGCCTATGAAACCCACCGC
AAATTAATGTTTATATATGTTAAATTAATG
AAATTTAAAGAAGTTAAAGAAGAACAATTA
AAATTTATCTAATTTTAATACTAATAATGT
AACTTCTTTAAATTTATCTAATTTTAATAC
AAGAAGAAGAAGAAGAAGAAGTTGAACATG
AAGAAGAAGAAGAAGAAGTTGAACATGAAG
AATTTTAATACTAATAATGTTAATAATATG
AATTTTAATACTAATAATGTTACTGATATG
ACACTAAACACCATATATATTGAGAAAGAG
ACCATATATATTGAGAAAGAGAGGTGAGAA
AGATAAATTTAAAGAAGTTAAAGAAGAACA
AGGCCTATGAAACCCACCGCAGTCAAGAAG
ATAAATGGGGATTGGGGATTGGGGATTGGG
ATCTAATTTTAATACTAATAATGTTAATAA
ATGCGTCATGCGTCATGCGTCATGCGTCAT
ATGGGGATTGGGGATTGGGGATTGGGGATT
ATTATTATTATTATTATTATTATTATTATT
CCAATCCCCAATCCCCAATCCCCAATCCCC
CGTCATGCGTCATGCGTCATGCGTCATGCG
CTCTGCTCTGCTCTGCTCTGCTCTGCTCTG
CTCTTATACACATCTCGAGCCCACGAGACG
CTTATACACATCTCGAGCCCACGAGACAAC
CTTATACACATCTCGAGCCCACGAGACTGT
CTTTAAATTTATCTAATTTTAATACTAATA
CTTTAACTTCTTTAAATTTATCTAATTTTA
GATTGGGGATTGGGGATTGGGGATTGGGGA
TTTATCTAATTTTAATACTAATAATGTTAA

AAACGCCTCAGGAGGCTTGACTCCCTTGAG
AAGAAGAAGAAGAAGAAGAAGAAGAAGAAG
AGGTACGACGGCGAGGTCAGTGAGCCTCTC
AGTGCATGATAGCCACGTGATCAGTGCATG
ATCAGTGCATGATAGCCACGTGATCAGTGC
ATCATGCACTGATCACGTGACTGATCATGC
ATCTCGCGACCTCTCTCCAAACGCCTCAGG
ATGCACTGATCACGTGGCTGATCATGCACT
CACACACACACACACACACACACACACACA
CAGGAGGCTTGACTCCCTTGAGTCCACCCA
CATGATAGCCACGTGATCAGTGCATGATCA
CCTCAGGAGGCTTGACTCCCTTGAGTCCAC
CCTCTCTCCAAACGCCTCAGGAGGCTTGAC
CGGCTCGGCTCGGCTCGGCTCGGCTCGGCT
CGTGATCAGTGCATGATAGCCACGTGATCA
CTCCAAACGCCTCAGGAGGCTTGACTCCCT
CTGATCATGCACTGATCACGTGGCTATCAT
GCGACCTCTCTCCAAACGCCTCAGGAGGCT
GTCCACCCAGTGAGCTCCAAGAGATACCCG
TCTTATACACATCTCGAGCCCACGAGACTC

TABLE V: Top and Bottom k-mers markers for feed additive Kexxtone. See more details in Section 3.4
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15 unsupervised

learning samples C,, Creating an M * M network
[ = s > G, of k-mers for each farm f; [
- Each network G; has the same
M vertices V but its own edges E;
Superposition of all available networks
. X Superposition of networks from same farm
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vertices V and (specific) edges E; and
detects anomalous patterns P; c 2V

Fig. 8: Illustration detailing the unsupervised learning phase. This foundational stage is executed just once,
harnessing all accessible microbiome samples. The essence of this phase lies in constructing networks from
the genetic material, necessitating varied combinations of these samples. Initially, individual samples stand
as solitary data sources to form their respective networks. Subsequently, a comprehensive network is created
by pooling samples from an entire farm, resulting in a denser structure that potentially offers a more holistic
representation of farm-level features. Multiple other networks can emerge, shaped by diverse criteria like
geography, weather conditions, or even an aggregation of all available data. Intriguingly, the formation of
these intricate networks is computationally straightforward. By overlaying selected foundational networks, a
superposition network is birthed — akin to executing a simple boolean OR operation on their edges. The
establishment of networks specific to each sample paves the way for a nimble and robust integration of fresh
data or new samples. It is crucial to emphasize the adaptability of this phase: it is indiscriminate to data
sources, allowing for the amalgamation of microbiome samples from diverse entities like cows, sheep, soil, or
even humans. Furthermore, its generic nature ensures that identical genetic markers are relevant across varied
label groups linked to any targeted biological condition or trait.

4.1 ADDITIVE EFFICACY MEASUREMENTS indicates no change compared to the values
taken prior to the initiation of the trial, -10
indicates a 10% reduction, and 20 indicates
a 20% increase in emissions.

o CH, Change Control: This column shows
the mean percentage change in methane
emissions for cows that did not receive the
feed additive, serving as the control group.

o Normalized Efficacy 74, y,: Reflecting the
normalized mean percentage change in

The following Tables VII, VIII, IX, and X pro-
vide a comprehensive summary of the results ob-
tained from measuring methane emissions across
various farms and for different feed additives,
as measured for the test group of cows Chyy i,
and normalized by the control group Ci,c;.
Specifically, each table represents one unique
additive. The columns in the table are as follows:

o Farm: Identifier for each farm where mea- methane emissions, accounting for varia-
surements were taken. tions in control and treatment groups (see
e CH; Change Treatment: This column formal definition in Section 3.1).
displays the mean percentage change in o Effect Size: This is a statistical measure
methane emissions for cows that received that quantifies the size of the difference be-

the feed additive. For example, a value of 0 tween the two groups, widely used to assess
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Validation [
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Model  — Prediction > Accuracy Analysis

Fig. 9: An illustration of the supervised learning phase paired with validation, highlighting the detection of a
given additive’s expected efficacy. It is important to emphasize the distinction between the microbiome cows,
which are used as feature sets, and the methane cows, which contribute to label creation for both training and
validation. Additionally, note the deployment of distinct groups of cows for methane measurements during
training and validation. The control group is consistently reused to guarantee consistent data normalization. A
comprehensive definition of additive efficacy can be found in Section 3.1.

Top K-mers

AATCATGCTGCTCAGCTGGCAATAATCAAG
AATCTTCCATTCGAGTTGCGAAGGAAAGCT

Bottom K-mers |

AATACCCAAAACCCAAAACCCAAAACCCAA
AATCCCCAATCCCCAAAACCCAAAACCCCA

ACACACACACACACACACACACACACACAC
ACCTGCCCGCTCATCTGCCTGATACTCGCC
ACGTGATCAGTGCATGATCAGTCACGTGAT
ACTGACCTCGCCGTCGTACCTCGTGAGAAA

AATTTTAATACTAATAATGTAACTAATATG
AGAGCAGAGCAGAGCAGAGCAGAGCAGAGC
ATAATAATAATAATAATAATAATAATAATA
ATATTAGTTACATTATTAGTATTAAAATTA

ATTATTATTATTATTATTATTATTATTATT
ATTGGGCCCAATCCCCAATCCCCAAACCCC
ATTGGGGATTGGGGATTGGGGAGTGGGGAT
CAATCCCCAAAACCCAAAACCCCAAACCCC
CACTGACTGCAGTGATAACACTGACTGCAG
CCAATCCCCAATCCCCAAACCCCAATCCCC
CCAATCCCCAATCCCCAAACCCCCAAACCC
CCAATCCCCAATCCCCAATACCCAAAACCC
CCCAATCCCCAATCCCCAATCCCCAATACC
CCCCAATCCCCAAAACCCAAAACCCCAAAC
CCCCAATCCCCAATCCCCAAAACCCAAAAC

AGGTGTCGCGCGGCTCAGCTGGCGAGTATC
AGTATCAGGCAGATGAGCGGGCAGGTGTCG
AGTGCATGATAGCCACGTGATCAGTGCATG
ATAGCCACGTGATCAGTGCATGATCAGTCA
ATCACGTGACTGATCATGCACTGATCACGT
ATCAGGCAGATGAGCGGGCAGGTGTCGCGC
ATCAGTGCATGATAGCCACGTGATCAGTGC
ATCATGCACTGATCACGTGACTGATCATGC
ATCATGCACTGATCACGTGGCTATCATGCA
ATCATGCACTGATCACGTGGCTGATCATAC
ATGATAGCCACGTGATCAGTGCATGATCAG

ATGATCAGTCACGTGATCAGTGCATGATCA
ATGCACTGATCACGTGGCTATCATGCACTG
ATGCACTGATCACGTGGCTGATCATACACT
CAGCTGGCGAGTATCAGGCAGATGAGCGGG
CATGATCAGTCACGTGATCTGTGCATGATC
CGCGGCTCAGCTGGCGAGTATCAGGCAGAT
CGTGATCAGTGCATGATAGCCACGTGATCA
CTCATCTGCCTGATACTCGCCAGCTGAGCC
CTGATCATGCACTGATCACGTGGCTATCAT
CTTCCATTCGAGTTGCGAAGGAAAGCTGGG
GCATGATCAGCCACGTGATCAGTGCATGAT
GCGAGTATCAGGCAGATGAGCGGGCAGGTG
GCTCAGCTGGCGAGTATCAGGCAGATGAGC
GGCAGGTGTCGCGCGGCTCAGCTGGCGAGT
GTGCATGATCAGTCACGTGATCTGTGCATG
GTGTGTGTGTGTGTGTGTGTGTGTGTGTGT
TCATGCACTGATCACGTGGCTGATCATGCA
TGCATGATCAGTCACGTGATCAGTGCATGA
TGTCGCGCGGCTCAGCTGGCGAGTATCAGG

CTTATACACATCTCGAGCCCACGAGACACT
CTTATACACATCTCGAGCCCACGAGACCTA
CTTATACACATCTCGAGCCCACGAGACGCT
GACTGCAGTGATAACACTGACTGCAGTGAT
GATAACACTGACTGCAGTGATAACACTGAC
GATTGGGGATTGGGGAGTGGGGATTGGGGA
GGGATTGGGGATTGGGGATTGGGGAGTGGG
GGGGATTGGGGATTGGGGAGTGGGGATTGG
TATTGGGGATTGGGGATTGGGGATTGGGGA
TGCTTGCTTGCTTGCTTGCTTGCTTGCTTG
TTGGGGAGTGGGGATTGGGGATTGGGGATT

TABLE VI: Top and Bottom k-mers markers for feed additive Relyon. See more details in Section 3.4
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medical and nutritional treatment efficacy
[38].

o Cohen’s D: A Statistical measure of effect
size, indicating the standardized difference
between the means in units of standard
deviation [76].

In evaluating the effectiveness of various feed
additives for reducing methane emissions across
multiple farms, we observe a distinct variability
in efficacy. As illustrated in an efficacy matrix
(see Figure 10), each additive performs differ-
ently depending on the farm where it is applied.
Notably, for every additive, there are at least
a few farms where it either fails to reduce
emissions or even exacerbates them. Similarly,
the effectiveness of additives varies within in-
dividual farms, underscoring the complexity of
methane reduction strategies and suggesting that
a ’one-size-fits-all’ approach may not be viable.
This variability also highlights the economic and
business challenges associated with the adoption
of additives. Negative or non-existent efficacy,
even if relatively rare, may discourage farmers
from incorporating additives into their practices.

Figure 11 illustrates the variability in the
efficacy of different additives across multiple
farms. While a majority of the additives gen-
erally demonstrate positive efficacy—reducing
methane emissions by at least 5% — the data also
reveals cases where the additives either have a
negligible impact or paradoxically even increase
emissions. This high volatility in efficacy at the
farm level suggests that farmers who lack a
rigorous selection methodology for additives are
at a greater risk of experiencing poor outcomes.
This variability can deter farmers from adopting
additives, as a small number of poor matches can
significantly undermine overall performance and
satisfaction.

4.2 OPTIMIZED ADDITIVE DEPLOYMENT

The following figures present the improve-
ments in feed additive efficacy achieved us-
ing our proposed microbiome-based, Al-assisted
predictive model. These improvements have sig-
nificant potential economic implications by en-
abling more targeted and efficient use of ad-
ditives. Such targeted approach not only max-
imizes methane emission reduction but also op-
timizes resource allocation, thereby offering a
compelling value proposition that could accel-
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erate the widespread adoption of sustainable
farming practices.

Figure 12 presents the efficacy analysis of
the four additives examined in this study, as
derived from the data in Tables VII, VIII, IX,
and X. The efficacy is initially represented as
a Normal distribution under naive deployment
conditions, without farm selection (denoted as
“Naive Deployment”). This is contrasted with
an optimized deployment strategy where each
additive is applied to only 50% of the farms,
specifically selected based on our microbiome-
based predictive model (denoted as “Optimized
Deployment”). The comparison reveals that the
optimized approach substantially improves addi-
tive efficacy by targeting farms where the highest
impact is expected. This leads to an approximate
60% increase in the effectiveness of the additives
in reducing methane emissions.

Figure 13 provides a complementary analy-
sis to Figure 11, incorporating the optimization
phase based on our microbiome-based predictive
model. Observing this Figure it can be seen that
not only does the optimized approach enhance
the average additive performance by approxi-
mately 60%, but it also fundamentally alters the
experience for farmers by shifting from a pattern
of mixed successes and failures to a consistently
positive performance profile. In other words,
the targeted deployment avoids instances where
additives could yield poor or even detrimental
outcomes. This transformative impact is likely
to be a significant driver in increasing farmers’
willingness to adopt feed additives, as it removes
the unpredictability that has been a barrier to
widespread adoption.

Figure 14 showcases the proficiency of our
predictive model in accurately identifying the
farms that are most likely to benefit from each
specific additive. The primary objective is to
rank farms based on the anticipated efficacy of
these additives, as estimated by the prediction
model. For each additive, the scatter plot dis-
plays farms sorted by their predicted efficacy (x-
axis) against their actual, post-factum measured
efficacy (y-axis). Ideally, an accurate model
would yield a scatter plot that approximates
a monotonically decreasing line, since negative
values indicate a reduction in methane emis-
sions. Additionally, each subplot provides two
statistical measures: Spearman’s p and Kendall’s
7. Spearman’s p quantifies the strength and di-
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Farm CHy Change CHy Change = Normalized Effect Size Cohen’s D
(Treatment) (Control) Efficacy na,y,
ABl1  -46.8% -41.2% -9.5% -8.3 -0.10
BTI 4.5% 20.7% -13.4% -20.6 -0.18
FG1 -56.6% -49.1% -14.8% -11.6 -0.23
GR1 121.2% 155.5% -13.4% -47.5 -0.11
LV1 18.9% 22.3% -2.8% -9.5 -0.04
MP1  -58.6% -48.3% -19.9% -20.5 -0.23
RZ1 -27.4% -28.2% 1.1% 0.8 0.14
S11 -38.7% -25.5% -17.7% -13.7 -0.30
YEI  -26.0% -24.3% -2.3% -2.0 -0.03
IN2 102.9% 100.7% 1.1% -2.3 -0.01
ST2 59.6% 73.0% -1.7% -15.8 -0.08
TS2 32.3% 42.1% -6.9% -12.8 -0.08
YK2  -19.5% -19.4% -0.1% -0.5 -0.00

TABLE VII: Summary of methane emission changes across farms for the additive Agolin. See a detailed
explanation above for full interpretation of the columns.

Farm CHy Change CHy Change  Normalized Effect Size Cohen’s D
(Treatment) (Control) Efficacy na,y,

LV1 -27.9% 22.3% -41.1% -224.4 -0.76
YE1l  -41.6% -24.3% -22.9% -21.2 -0.28
BT2  -24.4% -14.7% -11.3% -12.2 -0.16
FG2  78.7% 155.6% -30.1% -84.4 -0.33
S12 161.0% 163.0% -0.8% -0.7 -0.01
AB3  -52.1% -36.3% -24.7% -24.9 -0.32
IN3 -10.4% 16.5% -23.1% -27.5 -0.75
KS3  03% 34.6% -25.5% -67.3 -0.26
LV3 2.2% 47.8% -30.9% -60.9 -0.52
MP3  -61.0% -63.2% 6.0% 24 0.11
VL3  -26.8% 19.6% -38.8% -71.0 -0.55

TABLE VIII: Summary of methane emission changes across farms for the additive Allimax. See a detailed
explanation above for full interpretation of the columns.

Farm CHgy Change CHy Change  Normalized Effect Size Cohen’s D
(Treatment) (Control) Efficacy 04y,
AB2  -46.2% -11.0% -39.6% -45.4 -0.62
IN2 30.1% 100.7% -35.2% -73.0 -0.46
KS2 106.3% 94.8% 5.9% 21.2 0.05
LV2 21.2% 66.6% -27.2% -47.0 -0.66
MP2  -50.6% -39.7% -18.2% -21.0 -0.18
RZ2 -62.2% -56.2% -13.8% -6.9 -0.14
ST2 24.9% 73.0% -27.8% -57.7 -0.29
TS2 3.7% 42.1% -27.0% -48.4 -0.30
BT3 -20.7% -7.1% -14.7% -19.5 -0.15
FG3 -44.4% -43.7% -1.3% -0.9 -0.04
SI3 -43.9% -3.3% -42.0% -90.5 -0.58
SR3 -47.7% -48.1% 0.7% 0.2 0.01
VL3 -5.1% 19.6% -20.6% -34.7 -0.33
YE3 -10.2% 2.9% -12.7% -14.2 -0.27

TABLE IX: Summary of methane emission changes across farms for the additive Kexxtone. See a detailed
explanation above for full interpretation of the columns.
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Farm CHy Change CHy Change  Normalized Effect Size Cohen’s D
(Treatment) (Control) Efficacy n4,f,
ABl  -473% -41.2% -10.4% -8.5 -0.11
GR1  108.7% 155.5% -18.3% -64.9 -0.17
IN1 -38.3% -36.5% -2.8% -2.6 -0.04
KS1 86.8% 120.1% -15.1% -45.9 -0.11
LV1 17.4% 22.3% -4.0% -12.6 -0.04
MP1  -67.8% -48.3% -37.8% -40.2 -0.56
YElI  -25.1% -24.3% -1.0% -0.9 -0.01
KS2  71.8% 94.8% -11.8% -45.6 -0.14
AB3  -41.5% -36.3% -8.0% -1.6 -0.05
IN3 8.7% 16.5% -6.7% -8.7 -0.25
LV3 12.0% 47.8% -24.2% -46.3 -0.43
YE3  -13.6% 2.9% -16.1% -17.6 -0.35

TABLE X: Summary of methane emission changes across farms for the additive Relyon. See a detailed
explanation above for full interpretation of the columns.

Efficacy Matrix for Farms and Additives

BT2 [ P >5% efficacy
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Fig. 10: Efficacy matrix of various feed additives across multiple farms, illustrating how different feed additives
affect methane emissions in a variety of farms. Each cell in the matrix represents the mean change in methane
emissions, in percentage terms, for a particular farm-additive combination. The numbers are compared to the
emissions level measured before the trial began, and are normalized by the respected change of the control
group of the same farm. For instance, a value of "0’ indicates no change in emmissions (or the same change that
the control cows underwent), ’-10’ indicates a 10% normalized reduction, and 20’ signifies a 20% increase.
The color coding further aids interpretation: green cells indicate significant reductions in emissions (below
-5%), red cells highlight increases, and gray cells show negligible change (between -5% and 0). Notably,
each feed additive has a varying level of efficacy across different farms. There are instances where a single
additive either fails to lower emissions or even increases them in a subset of farms. This variation underscores
the necessity for a nuanced approach in methane reduction strategies, as a one-size-fits-all solution may be
ineffective or counterproductive.
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Fig. 11: Efficacy bar chart of the farms across multiple feed additives. Each “stick” represents a single farm,
extending from its lowest to highest additive performance. The mean efficacy is marked by a red dot, and the
range of standard deviation is depicted by blue error bars. The chart is color-coded to facilitate interpretation:
the green zone (below -5%) represents significant reductions in methane emissions, the gray zone (between
-5% and 0%) indicates negligible changes, and the red zone (above 0%) highlights increases in emissions.
While a cursory look at the data might suggest that most of the additive-farm combinations result in positive
efficacy (as indicated by the prevalence of data in the green zone), a closer examination reveals a complex
picture. Although the bulk of the data points indicate reduced methane emissions, the presence of occasional
inefficacies (or even increases in emissions) significantly skews the overall performance. This is particularly
evident when considering the upper range of efficacy (upper end of the error bars), which often falls within
the gray or even red zones for many farms. This volatile efficacy performance underscores the risks associated
with a non-strategic or arbitrary choice of additives, potentially explaining the hesitancy among farmers to
adopt them.

rection of the association between the predicted
and actual efficacies. Kendall’s 7 serves as a non-
parametric measure to evaluate the strength of
the correlation, focusing on the similarity in the
ordering of data when both sets of quantities are
ranked.

In Table XI we present an extensive analysis
of individual farm performances when apply-
ing our microbiome-based, Al-assisted predic-
tive model for additive selection. Each farm is
evaluated based on the average efficacy of feed
additives for which the farm ranks in the top
33% or top 50% in terms of predicted efficacy,
among the overall participating farms. These
percentages represent the fraction of farms for

which the model anticipates the highest potential
for methane emission reduction through the use
of a particular additive. In other words, we
choose to deploy additives in farms only for
these farms that are predicted to benefit them
the most, and if a farm is predicted to benefit
from more than a single additive, we arbitrarily
choose between them (taking the mean efficacy).
A value of "N/A’ for a given farm implies that
the farm does not fall within the top portion
of predicted efficacy for any of the additives
examined, and hence would not be administered
any additive according to this targeted approach.

It is crucial to understand that although our
strategy may leave some farms without additives,
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Fig. 12: An illustration of the normalized efficacy distribution for the four feed additives measured in this
study: Relyon, Agolin, Allimax, and Kexxtone. The data is based on Tables VII, VIII, IX, and X and has
been regressed to fit a Normal distribution. Each subfigure presents two distributions: one depicting the raw
data from all farms (Dark Blue, denoted as ‘Naive’), and the other (Green, denoted as ‘Optimized’) showing
efficacy across the top 50% of farms as predicted by our microbiome-based model. Included in each chart are
the Cohen’s d [38] and Hedge’s g [37] metrics, indicating strong statistical significance of the observed effects

under optimized conditions.

the optimization is primarily geared towards en-
hancing the overall reduction of methane emis-
sions and increasing yield. These are key met-
rics not only for environmental regulators but
also from a return on investment standpoint.
This selective model is designed to optimize
the use of resources dedicated to methane miti-
gation, thereby maximizing both environmental
impact and profitability for farmers. The results
of implementing this strategy are compelling:
adopting the top 50% strategy results in additive
deployment at 62% of farms and achieves an
average emissions reduction efficacy of approx-
imately 24%. Conversely, the more rigorous top
33% strategy is applicable to 44% of farms
but delivers a higher efficacy, exceeding 27%

in emissions reduction. Importantly, this per-
formance surpasses the individual efficacy of
each additive and closely aligns with the ambi-
tious 30% reduction target set by major dairy
stakeholders. Moreover, this tailored approach
is likely to be more cost-effective than a naive
deployment of the best—and potentially most
expensive—additives, as it matches each farm
with the most suitable, and often more econom-
ical, additive options.

Additionally, the scalability of our proposed
model lends itself to easy integration with new
additives. As we expand our catalog of additives,
we anticipate improvements in two key areas:
firstly, our ability to cater to a larger proportion
of farms, and secondly, an increase in the overall
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Farmwise Efficacy of Additives: Optimized Deployment
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Fig. 13: Efficacy bar chart of the farms across multiple feed additives, emphasizing the advantages of our
microbiome-based, Al-assisted efficacy prediction. Each ‘stick’ represents a farm’s performance range with
different additives, extending from the lowest to the highest efficacy. The mean efficacy is highlighted by
a red dot, and the standard deviation range is shown as blue error bars. The background color-coding aids
in interpretation: the green zone (below -5%) signifies substantial reductions in methane emissions, the gray
zone (-5% to 0%) suggests negligible impact, and the red zone (above 0%) indicates increases in emissions.
Contrasted with the findings in Figure 11, the advantages of targeted optimization are clear. With the exception
of a single farm, all data points are predominantly located within the green zone, indicating that farmers who
employ this optimized strategy are likely to experience consistently positive results.

average efficacy of the treatments. The correlation between methane emissions
and yield has been well-documented in the liter-

43 ADDITIONAL BENEFITS OF ADDITIVE ature. Studies like [15], [59], provide robust evi-
OPTIMIZATION dence substantiating this association. Our predic-

Although this paper primarily targets methane tion model, initially designed to effectively fa-
emissions reduction, we have also observed cilitate methane emissions reduction, also shows
a consequential increase in yield, which took substantial promise in the sphere of yield max-
place when additives’ efficacy was at its peak. imization. This exciting potential demonstrates
This yield enhancement is not merely a fortu- the dual environmental and economic benefits of
itous result, but it is inextricably linked to our ~©Ur approach.
methane reduction efforts. This relationship can Although we will not delve into a comprehen-
be attributed to the metabolic energy redirection sive exploration of yield maximization in this
within the organism. As less energy is channeled paper, it’s worth highlighting its relevancy and
towards methane production, more becomes ac- the utility of our predictive model in this context.
cessible for other essential biological processes, We plan to detail the role of our model in maxi-
such as milk production or body mass increase mizing yield alongside minimizing emissions in
in cattle. a forthcoming paper, thereby contributing to the
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Fig. 14: Evaluation of predictive model accuracy across four additives. Each subplot corresponds to a specific
feed additive (Agolin, Kexxtone, Allimax, and Relyon) and presents a scatter plot of farms, ranked by their
predicted efficacy (x-axis) against their actual, measured efficacy (y-axis). A more accurate model would
manifest as a monotonically decreasing line, given that negative values indicate reduced methane emissions.
Spearman’s p and Kendall’s 7 are also displayed in each subplot, serving as statistical measures of correlation
between the predicted and actual efficacies. These measures provide insights into the model’s ability to correctly
rank farms based on the anticipated benefits of each additive.

ongoing effort for sustainable farming practices.

5 MICROBIAL DATA ANALYTICS
51 MOTIVATION AND OVERVIEW

This research is predicated on the analysis of
numerous microbiome samples collected from
bovine subjects across diverse farm settings
(ranging from different geographical locations,
environmental conditions, herd sizes, and man-
agement practices). A subset of these subjects
have been administered a feed additive, and
subsequent methane emissions were measured,
creating an experimental group, while others
remained as a control group. Each sample en-
capsulates a plethora of ‘reads’, each represent-
ing sequences of 100 to 150 nucleotides. Our

objective lies in the identification of significant
microbial genetic patterns pertinent to the trait of
interest, which, in this case, is the high efficacy
of the feed additive.

A “k-mer” is a contiguous subsequence of
length k derived from a longer string of nu-
cleotides. In the context of genomics, a k-mer
typically refers to a sequence of k nucleotides
within a larger DNA or RNA sequence.

In a more formal mathematical context, if
we denote the original longer sequence of nu-
cleotides as the string S and its length as n,
then a k-mer is a substring of S of length k.
Given S[i : j] represents the substring of S
starting at position ¢ and ending at position j
(inclusive), a k-mer of S starting at position 4
would be represented as S[i : ¢ + k — 1] (for
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Farm Deployment for Top 33% Deployment for Top 50%
ABI -9.50% -9.50%
AB2 -39.60% -39.60%
AB3 N/A N/A
BTI N/A -13.40%
BT2 N/A N/A
BT3 N/A N/A
FG1 -14.80% -14.80%
FG2 -30.10% -30.10%
FG3 N/A N/A
GR1 -15.85% -15.85%
IN1 N/A N/A
IN2 -35.20% -35.20%
IN3 N/A -23.10%
KS1 N/A -15.10%
KS2 N/A -11.80%
KS3 N/A N/A
LV1 -41.10% -41.10%
LV2 -27.20% -27.20%
LV3 -27.55% -27.55%
MP1 -28.85% -28.85%
MP2 N/A -18.20%
MP3 N/A N/A
RZ1 N/A N/A
RZ2 N/A -13.80%
SI1 -17.70% -17.70%
S12 N/A N/A

S13 -42.00% -42.00%
SR3 N/A N/A
ST2 N/A N/A
TS2 -27.00% -16.95%
VL3 -38.80% -38.80%
YE1 N/A N/A
YE3 -16.10% -16.10%
YK2 N/A N/A
Average efficacy -27.42% -23.65%

Farms treated 15 out of 34 (44%)

21 out of 34 (62%)

TABLE XI: Individual farm efficacy based on targeted additive allocation. Each row represents a farm and
shows the average efficacy of feed additives for which the farm is ranked in the top 33% or 50% in terms of
predicted additive efficacy. Values are expressed in percentages. The label 'N/A’ indicates that the farm does not
rank in the top 33% or 50% for any of the examined additives. This targeted approach is designed to optimize
the aggregate reduction of methane emissions while maximizing economic returns. While some farms do not
receive any additive under this model, the overall methane reduction efficacy is notably increased, aligning
with both environmental conservation and economic objectives. In terms of scope and efficacy, following
the top 50% strategy results in additive deployment at 62% of the farms, achieving an average efficacy of
approximately 24% in emissions reduction. On the other hand, the more stringent top 33% strategy covers
44% of the farms but results in a higher average efficacy, exceeding 27% in emissions reduction.

1 < i < n—k+4 1). Consequently, the total
number of distinct k-mers that can be extracted
from a sequence S of length n is n — &k + 1.

Furthermore, considering the biological con-
text where each position in the string can be
one of four nucleotides (A, T, C, or G), the total
number of possible k-mers of length &, without
considering any specific longer sequence, is 4*.

Our analytical approach is characterized by
an unbiased exploration of large k-mers, specifi-
cally those with k£ = 30, though not confined to
this value. Previous studies have illustrated the

optimal expressivity of k-mers of length 30 or
longer for predictive applications [19]. However,
their use is typically constrained to cases of
extreme data sampling or pre-set filtering cri-
teria, both of which can introduce bias. Con-
versely, models that leverage k-mers as features
in machine learning typically limit k to values
of 6 or less, driven by concerns of data scarcity
and potential model overfitting. Traditionally,
an unbiased analysis of longer k-mers would
be considered computationally impractical due
to the vast number of possible combinations,
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approximately 269, Additionally, it would neces-
sitate significant amounts of data to circumvent
overfitting.

However, we leverage the understanding that
the distribution of these 30-mers within DNA
does not follow a uniform pattern but instead
conforms to a power-law. This inherent property
allows us to implement efficient analytic tech-
niques and extract a significant number of k-mer
groups automatically. Each of these groups is
assuredly associated with a particular epigenetic
trait. However, the relevancy of such traits to our
current interest may vary.

The innovation presented within this study
manifests in a dual capacity. Firstly, we ex-
tend our analysis beyond merely long k-mers,
thereby enhancing their expressivity, to encom-
pass groups of k-mers, which, in turn, fortifies
their role as potent predictive features. Secondly,
we address data paucity by utilizing a technique
that capitalizes on our power-law distributed
data, as opposed to a brute force examination
of “all k-mers” or “all groups”.

This technique facilitates the efficient detec-
tion of “correlated anomalies” — localized groups
giving rise to network structures which do not
naturally arise in power-law networks. Analyti-
cally, the presence of such groups is indicative
of an underlying causality within the data, sig-
nifying an association with a specific property
relevant to the group of genetic information.

Additionally, the nature of our approach, pred-
icated on the holistic examination of microbiome
samples, allows for each group of k-mers to po-
tentially comprise DNA fragments derived from
heterogeneous sources. This denotes that func-
tionalities emanating from diverse microbes may
concurrently contribute to the observed behavior
of interest.

5.2 ARCHITECTURE AND KEY STRENGTHS

Outlined below is a systematic overview of
our method to analyze microbial data. Each con-
stituent step is elucidated in subsequent sections
for deeper understanding:

1) Representation of Sequenced Data: Each
sequenced microbial dataset is encapsulated
as a network. While each network maintains
a constant node count denoted by M, their
edge configurations are susceptible to vari-
ability.
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2) Formation of Superposition Networks:
To achieve a more nuanced analysis, we
formulate superposition networks. This is
accomplished by layering individual net-
works based on specific criteria—be it sam-
ples originating from identical farms, those
sourced from a particular geographic locale,
share some biological attribute, or samples
acquired under similar meteorological con-
ditions.

3) Unsupervised Analysis: Both the original
one-sample networks and the constructed
superposition networks undergo an in-depth
unsupervised exploration. The procedure
for each network can be distilled into the
following sub-steps:

a) For each unique degree d present in the
network, nodes bearing the degree d are
analyzed.

b) We then empirically assess the “internal
connectivity” of this node cluster. This
entails calculating the ratio of edges that
both originate and culminate within this
cluster to the edges that begin within this
cluster but terminate externally.

¢) Should this ratio surpass the benchmark
delineated by Theorem 5.8, we infer an-
alytically that the node cluster (e.g. k-
mers) probably bears semantic relevance.
The degree of this statistical confidence
is symbolized by e which we can cali-
brate as per our requirements.

4) Storage of k-mer Clusters: All discerned
k-mer clusters are cataloged for subsequent
utilization during the supervised phase.
While every cluster possesses its unique
statistical confidence metric conducive for
granular analysis, they collectively uphold a
robustness standard that exceeds our initial
€ setting.

5) Retrospective Genetic Investigation: The
utility of superposition networks extends to
retrospective analysis as well, offering in-
valuable insights when certain shared prop-
erties among cows are identified post-data
collection. For instance, if disparate cows
nationwide are later found to possess a
common susceptibility to a specific disease,
a dedicated superposition network can be
easily crafted to encompass these particular
cows. This allows for the extraction of
unique genetic patterns potentially corre-
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lated with the identified trait. Consequently,
superposition networks facilitate not only
a dynamic reanalysis of the existing data
but also enable researchers to unveil sub-
tle, yet crucial, genetic markers tied to
various biological characteristics discovered
in hindsight. These markers then serve as
pivotal reference points for future genetic
investigations and strategies aimed at ad-
dressing the specific traits or susceptibilities
uncovered.

The unsupervised learning phase, central to
our approach, is initiated by utilizing all avail-
able microbiome samples. The essence of this
phase lies in constructing networks derived from
genetic material, necessitating the amalgama-
tion of various sample combinations. Initially,
individual samples stand autonomously, each
constituting a unique source to form distinct
networks. Following this, an aggregated network
is derived by pooling samples from a complete
farm. This composite structure, being inherently
denser, serves as a robust representation of farm-
level features.

Furthermore, our methodology permits the
formation of several nuanced networks, shaped
by criteria as diverse as geography, specific
weather conditions, or a collation of all accessi-
ble data. One might assume that the creation of
such intricate networks would be computation-
ally arduous. However, by overlaying selected
foundational networks, a superposition network
is efficiently created, by executing a boolean
OR operation on their edges. This design, which
earmarks a dedicated network to each sample,
streamlines the integration of new data or sam-
ples.

A pivotal aspect of this phase is its adapt-
ability and inclusivity. Irrespective of the data
source — whether being microbiome samples
from cows, sheep, soil, or even humans — this
phase seamlessly integrates diverse data. More-
over, its design ensures that the genetic markers
identified are universally relevant across various
label groups, all linked to a targeted biological
condition or trait.

One of the salient features of our design is
its capacity to harness the entirety of available
raw data, including the long-tail genetic infor-
mation. Long-tail data, denoting genetic infor-
mation from microbes present in minimal quan-
tities within a sample, often impedes mainstream
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metagenomic analytics, curtailing the diversity
and precision of predictions obtainable from
microbiome data. By leveraging our approach,
we transcend this limitation, moving beyond
traditional DNA read analysis and focusing on
the intricate dynamics of networks instead.

Additionally, it is imperative to emphasize the
unbias nature of our approach. Contrary to being
contingent on existing reference databases in
scholarly literature, our method stands apart as
inherently data-driven, refraining from zeroing
in on selective information subsets.

5.3 DATA REPRESENTATION

As previously defined, from each farm f; € F
a random set of cows (), ; are selected, and their
microbiome sampled and sequenced.

Each microbiome sample, denoted as X, con-
tributes to the generation of a unique network,
Gx, comprised of M nodes and Ex edges.
The nodes’ consistency across all networks orig-
inates from the initial data processing: during an
automated preliminary analysis of the data, we
exclude infrequently appearing k-mers (i.e., only
k-mers that appear at least twice in at least two
samples are retained'). We are thus left with a
manageable quantity M that is conducive to our
network analytics. This provision is facilitated
by the power-law distribution of k-mer repeti-
tions across the data, which guarantees that the
majority of k-mers will indeed be unique and
subsequently filtered out, while predicting that
there will still be a substantial number of k-mers
recurring multiple times.

Specifically, we work with 30-mers®. From a
theoretical search space of 430 possible 30-mers,
we end up using approximately one million 30-
mers, translating into networks of one million
nodes, a scale that is computationally feasible to
handle.

IThis filtering criterion can, of course, be made stricter,
further reducing the number of k-mers.

2The number k = 30 was arbitrarily selected for this
study. It’s large enough to allow for sufficient expressivity
of the k-mers but low enough to allow different k-mers
to appear in the same read, subsequently manifested as an
edge in the k-mers network. Note that changing the value
of k trades the maximum number of possible k-mers for the
maximum number of possible connections between them.
We believe various values from k£ = 20 to k = 80 could be
used with our proposed method, potentially producing DNA
patterns that would further enhance the model’s predictive
capabilities.
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An enhanced model that repeats the flow
described here for various values of k, each
resulting in a different set of k-mers, can still
be managed computationally efficiently. Even a
model with k-mers for 60 different values of k
would result in networks of around 100 million
nodes. Although such networks may initially
seem too large, due to the nature of our net-
work analytics, they can still be analyzed with
practical computational resources.

5.4 NEW STATISTICAL DIMENSIONS OF MI-
CROBIAL GENETIC DATA

The realm of microbiome data has rapidly
emerged as a thrilling frontier in the biolog-
ical sciences. Rich in its complexity, it holds
the potential to unlock myriad mysteries about
agriculture efficiency, environmental challenges,
as well as human health and disease. Estimates
for the total number of microbial species on
Earth range widely, from millions to a trillion
[55]. While precise estimation is challenging,
it is clear that only a small fraction has been
characterized to date.

However, much of the current research in this
space has been predominantly rooted in model-
ing. Modeling offers a structured way to simu-
late, predict, and infer mechanisms that underlie
microbial dynamics. Yet, while it can be invalu-
able, modeling often tends to abstract away some
of the intricate details and nuances that the raw
data encapsulates. This orientation towards mod-
eling, rather than a more exploratory, data-driven
approach, might inadvertently overlook or over-
shadow key insights waiting to be discovered.
Recent research reveals that the average human
body hosts approximately 30 trillion human cells
alongside 38 trillion bacteria [80].

A significant limitation of model-based analy-
sis in microbiome research is its inherent depen-
dency on reference databases. Such databases,
though comprehensive, are not exhaustive. Rely-
ing heavily on them can introduce biases and po-
tentially skew interpretations of microbial com-
munities. Conversely, adopting a purely data-
driven approach allows for an unbiased lens,
grounding the analysis in the very essence of
the data. A 2017 study using large-scale shotgun
sequencing of circulating cell-free DNA, found
that 99% of the genetic material identified was
previously unknown to science, having little to
no sequence homology in existing databases
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[51]. Furthermore, microbiota function as part of
a larger community or microbiome, suggesting
that their characterization requires more than just
listing individual species. Mapping their individ-
ual and collective functions within a network
is essential to understand their roles in these
complex systems.

In our study, we found that microbiome ge-
netic data exhibits distinct power-law dynamics.
This pattern is evident in the frequency of raw
reads, the prevalence of k-mers within these
reads, and the co-occurrence of these k-mers in
the same samples. When we model k-mers as
vertices in a network, with edges representing
their co-occurrence in the same sample, the
power-law dynamics are further underscored.

To the best of our knowledge, this observation
stands as both unique and unprecedented in the
realm of microbiome research. The recognition
of such patterns may bear profound implications,
potentially revolutionizing our understanding of
microbial interactions and dynamics, serving as
robust indicators or predictors of specific mi-
crobiome behaviors or states. Recognizing the
potential of this discovery, in the following sec-
tion, we delve into how these observed power-
law dynamics can be harnessed for prediction
purposes, potentially offering a novel toolset for
researchers and practitioners in the field.

5.5 THE UNIVERSAL FOOTPRINT OF EMER-
GENT POWER LAW DYNAMICS ACROSS
VARIED DOMAINS

The ubiquity of power law dynamics across
a spectrum of systems and domains attests to
its fundamental nature in characterizing complex
phenomena. From the vast expanse of celes-
tial bodies to the intricacies of minute cellular
structures, power law distributions emerge as an
underlying pattern that ties disparate realms into
a coherent tapestry of universal behaviors.

Social Networks:

The topology of social networks often follows
a power law distribution. A minority of nodes
(individuals) possess a disproportionately large
number of connections, while the majority have
relatively few. This phenomenon, often referred
to as the “rich get richer” mechanism or prefer-
ential attachment, exemplifies the emergence of
’hubs’ in networks, and it has profound impli-
cations for the spread of information, behaviors,
and even epidemics [53].
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Transportation:

In transportation networks, whether examin-
ing the distribution of passenger flights among
airports or the traffic flow across urban inter-
sections, a power law dynamic becomes evident
[32]. This pattern extends beyond traditional
modes of transportation to include recent ad-
vancements in mobility services, such as ride-
sharing systems [84]. In these systems, similar
power law characteristics are observable, where
a small number of hubs or nodes (major cities or
busy urban centers, for instance) account for a
disproportionately large volume of ride-sharing
activities. This pattern reflects the concentration
of demand and supply in these systems, further
underscoring the ubiquity of power law dynam-
ics across various transportation models, both
conventional and modern [7].

Financial Activity:

Stock market fluctuations, company sizes, and
trading volumes frequently exhibit power law
characteristics, a pattern that is emblematic of
many economic systems [85]. This is particularly
evident in the distribution of wealth, where a
small fraction of entities control a dispropor-
tionately large share of resources, exemplifying
classical power law dynamics in economics.
Such distributions are not random but follow
predictable patterns that can be quantitatively
analyzed. Understanding these underlying pat-
terns is not merely an academic exercise; it
is instrumental in developing various predictive
mechanisms [86]. These mechanisms are crucial
for forecasting market trends, assessing eco-
nomic risks, and devising strategies for financial
management and policy-making. By leveraging
the insights provided by power law dynamics,
economists and financial analysts can better an-
ticipate market behaviors, contributing to more
robust and resilient economic systems [87].

Cyber Crime and Terrorism:

Power law dynamics manifest significantly in
the realms of cyber crime and counter-terrorism,
providing a unique lens through which these
complex and clandestine activities can be un-
derstood and addressed [8]. In the context of
cyber crime, particularly with the rise of so-
phisticated botnets, power law distributions can
often be observed in the behavior and spread of
these networks [99]. Similarly, in the domain of
blockchain and cryptocurrency, power law dy-
namics can be instrumental in uncovering illicit
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activities. This insight is particularly valuable
for identifying hidden groups of illicit wallets
which might be involved in money launder-
ing or funding terrorist activities. By analyzing
transaction patterns and identifying outliers that
deviate from expected power law distributions, it
becomes possible to flag suspicious activities and
detect networks of wallets that may otherwise
remain concealed within the vast expanse of
blockchain transactions [68].
Large Language Models:

The distribution of word popularity, as well
as the context in which words appear, also
exhibits a power law dynamic, a phenomenon
that is particularly evident in the field of natural
language processing (NLP). This observation is
grounded in the principle that a small subset of
words is used exceedingly frequently, while the
vast majority are used much less often. Such a
distribution can be observed in various languages
and texts, ranging from everyday communication
to specialized literature. This characteristic is
also integral to the principles underpinning Large
Language Models (LLMs) such as the Genera-
tive Pre-trained Transformer (GPT) series [97].

These aforementioned examples provide just
a glimpse into the myriad of systems governed
by power law dynamics. Recognizing and un-
derstanding these patterns is not just an aca-
demic exercise; it is crucial for optimizing and
regulating these systems and predicting their
behavior under various conditions. As this paper
will later delve into, the prevalence of power
law dynamics is not limited to these realms; it
extends intriguingly into the domain of genetic
data, offering profound insights into biological

processes and evolutionary mechanics.
5.5.1 THE UNCHARTED TERRITORY OF
POWER LAWS IN RAW DNA SE-
QUENCING

In our quest for deeper understanding, we di-
rect our focus towards the statistical macroscopic
patterns that naturally emerge from microbiome
data. By analyzing the popularity and prevalence
of various reads and k-mers, and studying the
intricate web of interactions between them, we
aim to capture the larger, holistic picture of
microbial dynamics. A cornerstone of our inves-
tigation is the surprising observation of power-
law properties manifesting within raw micro-
biome sequencing data. Power laws, character-
ized by phenomena where small occurrences
are extremely common and large occurrences
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extremely rare, might hold the key to under-
standing overarching trends and rules governing
microbial populations.

Initial observations regarding the emergence
of “Network Motifs” in biological data were
first documented as early as [1], where simple
motifs across a variety of genetic and functional
biological interactions were identified.

Most quantitative microbiome studies, such
as those in [95] and [54], approach the mi-
crobiome as a system of discrete microbes in-
teracting with each other. In [95], deep learn-
ing techniques identified key microbial species
with significant environmental impacts relative
to their abundance, although the likelihood of
finding such keystone species in natural micro-
bial communities is low. Another study [54]
explored functional redundancy within microbial
communities in the human body. It found that
while metaproteomic data is crucial for detecting
functional changes, factors like gut inflammation
and chemical agents that reduce functional re-
dundancy had minimal impact on the taxonomy
of the human microbiome. This indicates that
significant functional changes can occur with
only minor shifts in the microbiome network’s
diversity.

Historical precedents in biological research
have illuminated the emergence of power-law
dynamics in diverse systems. For instance, inter-
actions between proteins [43], as well as those
between metabolites [42], [45] or cellular activ-
ities [10], have been shown to obey power-law
distributions, hinting at universal principles that
might be governing these interactions. However,
when it comes to raw DNA — and especially in
the context of microbiome DNA — such obser-
vations are virtually non-existent. Despite recent
work that call for the use of network theory in
the study of microbiome data [52], and while
power-law properties have been foundational in
understanding various biological systems, their
presence in sequenced data remains a largely un-
explored domain. To the best of our knowledge,
we tread new ground, aiming to uncover these
elusive patterns and decipher what they signify
for the world of microbiomes.

5.5.2 MACROSCOPIC INSIGHTS FROM

MICROBIAL DNA SEQUENCING

Our initial analysis began with a singular
microbiome sample from an arbitrary cow. We
counted the occurrences of each unique se-

33

quence, 150 nucleotides in length. Given the
sample’s roughly 16 million reads, a randomly
generated DNA sequence would predict an in-
frequent recurrence of unique reads. Contrary to
this expectation, while over half of the unique
segments appeared only once, hundreds repeated
more than 10 times. A few segments even sur-
faced several dozen times. The distribution of
these occurrences exhibited power law dynam-
ics, with an R? value exceeding 0.9 when fit to
a power law model. These results are detailed in
Figure 15.

Expanding our scope, we amalgamated sam-
ples from five distinct cows, each from a dif-
ferent herd. The inherent microbiome diversity
among herds amplified the number of unique
reads. Nonetheless, this aggregated data mirrored
the previously observed power law dynamics,
with the R? of the regression fit nearing 0.95,
as shown in Figure 16.

To mitigate potential biases from our rumen
sampling or the sequencing protocol, we turned
to the Human Microbiome Project [2], [3], cu-
rated by the National Institute of Health. This
dataset, boasting over 1,300 analyzable micro-
biome samples, upheld our earlier observations.
The power law dynamics persisted whether we
treated the entire dataset as a singular entity or
delved into individual samples (Figures 17 and
18).

In a subsequent phase, we construed networks
from the samples taken from cows. Using k-
mers as vertices, and establishing edges when
two k-mers co-exist within a read, the resultant
unweighted, undirected networks — after pruning
low-occurrence k-mers to manage data volume
— revealed the familiar power law dynamics.
This held true for individual samples as well
as amalgamated ones, as depicted in Figure 19.
These findings further strengthen the argument
that the observed dynamics stem from inherent
microbial genetic properties rather than being
external artifacts.

Lastly, for all instances above, the power law’s
validity received further affirmation using the
methodology proposed by Clauset in [20].

5.6 NETWORK GENERATION FROM K-
MERS
The generation of each network, denoted as
Gx, involves a combination of genomic se-
quencing and preliminary data analysis. In the
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Fig. 15: Log-log scale distribution of DNA read popularity from a sequenced microbiome sample of a
representative cow. The Y-axis indicates the number of unique reads in the sample that appeared a given
number of times, as specified by the X-axis. Notably, over half of the unique reads occur only once. Yet,
approximately 0.01% of them surface 5 times or more. About 100 unique reads manifest 10 times, with a
subset surfacing multiple dozens of times. The distribution’s dynamics align closely with the power-law model,
showcasing a compelling regression fit with R > 0.9, and validated using the method suggested in [20].
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Fig. 16: Log-log scale distribution of DNA read popularity from a combined microbiome sample, aggregating
data from five cows, each from a distinct herd. The Y-axis represents the number of unique reads in the sample
that appear a given number of times, denoted by the X-axis. This aggregated sample showcases dynamics
strikingly similar to the individual cow sample depicted in Figure 15. The distribution adheres closely to
the power-law model, evidenced by a robust regression fit with B> > 0.94, and validated using the method
suggested in [20].
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Fig. 17: Log-log scale visualization of the popularity distribution for human microbiome data, sourced from a
representative sample in the Human Microbiome Project [2]. The chart on the left illustrates the frequency of
all unique segments, organized in descending order based on their popularity. The right-side chart depicts the
likelihood of a segment from the sample to manifest at least = times, for varying values of . A power-law
fit is superimposed, and its validity is corroborated using the methodology proposed in [20].
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Fig. 18: Log-log scale depiction of the popularity distribution derived from 1,300 microbiome samples in the
Human Microbiome Project [2]. The chart on the left showcases each sample as an individual line, with a
median regression fit to power-law standing at R* = 0.88. On the right, data from all samples is aggregated
into a singular dataset, illustrating the probability of a segment occurring at least  times for various x values.

initial stage, the microbial DNA is fragmented
into a set of k-mers, specifically, 30-mers, each
of which serves as a potential node in the net-
work we are going to produce in the next phase.
This process results in a theoretical search space
of 439 k-mers.

To ensure the computational feasibility of
our network analysis, we employ a preliminary
filtering step. For each microbial sample, only
those k-mers that appear at least twice in the
sample are retained, significantly reducing the

search space. The use of this filtering is made
possible thanks to the fact that the repetition
of k-mers across the data follows a power-law
distribution, allowing us to significantly reduce
the size of our search space (as most of the k-
mers would indeed have a unique appearance
throughout each sample), while still statistically
guaranteeing the existence of a large enough
selection of k-mers that appear multiple times
in each sample. This method results in approxi-
mately one million unique 30-mers that form the
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Combined data from 200 rumen microbiome samples
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Fig. 19: Degree distribution of networks constructed from 30-mer sequences: In this visualization, each node
represents a unique 30-mer, and an edge is drawn between two 30-mers if they are found within the same
read of a given sample. The left-hand chart displays the distribution from a singular cow’s microbiome data,
while the right amalgamates data from 200 distinct cows. Both charts exhibit a power-law dynamic in the node
degree distribution, with a strong regression fit of R? > 0.92. Specifically, the Y-axis signifies the count of
nodes with a specific degree x, as represented on the X-axis. The observed power-law trend, consistent across
both scales, underscores the inherent structure and shared features in microbiome datasets.

consistent nodes V' used across all networks.

When new samples are received, they can be
easily processed such that only k-mers from V'
are used for their analysis. From time to time,
the nodes V' can be refreshed by re-running
this process, expanding the set of supported k-
mers and updating the internal ordering of the
networks, allowing for new k-mers originating
from new data to be included in the overall anal-
ysis. This process, however, is not mandatory,
ensuring flexibility in our analytical approach.

Once the initial construction of the set of
supported k-mers is completed, each microbiome
sample X can be analyzed and its corresponding
network Gx = G(V, Ex) can be constructed as
follows:

1) The sample X contains a large number of
reads (usually between 1 and 20 millions),
each a string of nucleotides, 100 to 150
bases long.

For each read, extract all k-mers that are
contained in the read and filter this list of
k-mers per the list of supported k-mers V.
For each pair v; and vs of supported k-mers
that are contained in this read, add the edge
(1}1,112) to Ex.

2)

3)

Note that whereas each network GG x has its
unique set of edges F'x, the nodes in the network
are the same group V, established during the

initial filtering phase, using the multitude of
available microbiome samples. In addition, we
assume that it is enough that the adjacency
matrix of the network G x represents only the
existence of connections without storing their
actual strengths or quantities. In other words,
a Boolean representation can be used for Ey,
further reducing time and space complexities.

Once the networks Gx that are constructed
from single microbial samples are available, fur-
ther networks GG g can be constructed on demand,
for various groups S, by easily applying a logical
OR operator on the adjacency matrices corre-
sponding to the networks G x for every X € S.
Each of these networks can then be used as
input for the network anomalies detection phase,
allowing for the discovery of new data patterns,
observable through the data-perspective provided
by the semantics of the group S.

A significant revelation from our exploration
of the constructed networks G'x and Gg lies in
the distribution of their node degrees. An inten-
sive examination of these networks highlighted
a consistent pattern: the degree distribution fol-
lows a power-law distribution, a finding that
stands true for both individual microbial samples
as well as composite groups. Furthermore, the
consistency in observing this distribution across
both individual and composite samples hints
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at an inherent and universal structure within
microbial genetic data. A strong regression fit
of R? > 0.92 further solidifies this observation.
This is illustrated in Figure 19.

5.7 DETECTION OF LOCAL NETWORK
ANOMALIES IN THE K-MER NET-
WORKS

Given a network Gx (V, Ex) (or Gs(V, Es))
we know that the degrees if its nodes closely fol-
lows a power-law distribution: P(k) ~ k~<. Lit-
erature shows that in many real-world networks
that follows a power-law degree distribution this
pattern applies degrees larger than some minimal
degree dj,;,. Namely, for some normalization
constant ¢ the probability of a node v to have
degree d > d,,;, equals:

Yo eV, Vd > dpnin , Pldeg(v) =d] =c-d™°

Let us first calculate the expected value for
the normalization constant ¢ using values easily
obtainable from the data:

Definition 5.1. Let V, denote all nodes of degree
at least d,;, and let E, denote the edges that
have at least one side in V,:

Vi = {(v € V)|(deg(v) = dynin)}
By ={((v;u) € E)|(v e Vi)V (ue V,)}
Lemma 5.2. [f:
Yo eV, Yd > dpmin , Pldeg(v) =d] =c-d™“
then:
2|E,|

dmax

11—«
d=dmin d

C =
Vil -

Proof. The sum of a graph’s G(V,, E,) degrees
equals twice the number of its edges:

Z deg(v) = 2|E*‘
veV,

Taking into account the power-law distribution
of the graph’s nodes, and summing the expected
number of nodes with degree d for every degree
d from d,,;, to the maximal degree d,,,, we
can see that:

2|E,| = Z deg(v) =

veV,
d"nar
Bl d-l(we Vi) A (deg(v) d)|] .
d=dmin
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dmax

> d-|Vil- P(v € Vi deg(v) = d) =

d=dmin

dm,arn
> d-|Vil-c-d ™ =2lE.]
d=dmin
Implying:
_ 2|E,|
X, de

O

From this we can easily calculate the expected
number of nodes with some degree d in a net-
work G with a power-law degree distribution:

Definition 5.3. Let V; C V., denote all nodes of
degree d > dpin:

Vi 2 |(ve V) A (deg(v) = d)
Lemma 54. [f:

Yo eV, Vd > dmnin , Pldeg(v) =d] =c-d™“
then, for every degree din < d < dpmas:
2|E, |- d=
Vi =~
| d‘ Qia (d?ngxa o d;%;;la)

Proof. The number of nodes with degree dis :
Vil = c-[Val-d™e

which using Lemma 5.2 equals:

j—a 2‘E*|
V| = Vi] - d Ve e
* d=dmin
Namely:
2|E, |- d=
|V(i|: dmas —a
d=dmin

The denominator is a sum that goes from d,,;,,
to dpmax- Since dm,x is large, we can approximate
this sum by the integral:

inax

l—a
> s |

d=dmin

dmax 1
z~“dx

min

The integral can be evaluated by using the
power rule for integration:

dmax 2—«
_ X
7 %dr =
d 2—«

min

dimax

dmin

i . gty |

— dmax min
2 -«

2—«
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2— 2—
_ dmaxa — dmina
2—-«a
Substituting this back into the expression for
|V&| we obtain:

2|E,|-d—

i (i — doi?)

a min

Vi| ~

This approximation holds for o > 2, where
the integral is convergent.
O

Definition 5.5. Let )\ denote the power-law
normalizing constant for the graph GV, E,):

_ 22— o)|Ey
- (d;?ngxa . d27a)

min

such that Lemma 5.4 can be written as:
|VJ| ~\d ¢

Definition 5.6. Let E; C E denote all the edges
that touch at least one node in V; We divide
these edges to two complementing and mutually
exclusive groups “internal edges” Efz" (edges
starting and ending in V;) and “external edges”
E9"* (edges that have one side in V; and one
side in V \ V;):

E(i L {(’1)1,’[}2)|(1)1 S ch) V (’UQ S Vé)}

B £ {(vi,v2)[(v1 € Vy) A (v2 € Vy)}

out A in
EG" = Bg\Ej

Note that for every value of d the values of
|E;”| and |E3“t| can trivially be acquired from
the data. We can therefore calculate the ratio
between the number of “internal edges” and the
number of overall edges for ci which we denote
as the internal connectivity for degree d.

Definition 5.7. Let 3; denote the internal con-
nectivity of the network G for the nodes of degree
d.

o
| E4]

B; =

Since the number of edges in E; equals the
sum of degrees of the nodes in V; minus the
edges that has their two sides in V; (as these
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are counted twice), and since the degrees of the
nodes in V; is exactly d we get:

E'L']L
iz

Vil -d |

Note that the value of 3; can be easily cal-
culated from the data for every value of d.
Some groups of nodes of the same degree may
have high internal connectivity and some may
have a lower one. It is therefore interesting to
ask: what is the expected value of the internal
connectivity of various degrees, and above which
value a given internal connectivity would be
considered “too strong” (i.e. representing a local
network structure whose probability to sponta-
neously emerge in a network with power-law
distribution of the degree is extremely low).

Theorem 5.8 provides a criterion that for ev-
ery degree d greater than d,,;, can positively
guarantee that the set of nodes of degree d are
“too anomalous” with probability (1 — ¢) for
every small threshold e. This criterion applies for
the internal connectivity of this group of nodes
(that is, the ratio between the number of edges
connecting nodes of the same degree, and edges
connecting nodes of different degrees), and de-
pends only on the degree d and the network
structural properties «, |Eyx|, dmin and diaq-

Theorem 5.8. If:
Yo eV, Vd > dnin , Pldeglv) =d] =c-d™°

then for any small threshold € and any degree
d > dpin the group of nodes of degree d with
internal connectivity (3; is considered “unlikely
to spontaneously emerge” with respect to the
threshold e if the following is satisfied by [3;:

By >
By (\/BS —4B; — BQ)
max - , By
Adl-e — B, (,/Bg —4B; — Bg)
where: 1
Bl = )\dAlfa
2 + ‘E*I
)\2(227204 9 /\Czlfa
By=1-— + (@71 —¢)
AR T
)\2622—204
By=[05-—
’ ( 2| EL| )
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)\2&272(1 )\(ilfa
— 6))2 1—
2|E,| 2|E,|
2 32—2a -1 _
By = N2 B | 1
2Xd—> + 1

(@1

Proof. For d > dmin and for an edge e € E; we
know by definition that at least one of its sides is
in V;. The probability that the second side of this
edge also ends in V; as well is affected by two
factors: first, the more nodes there are in Vci the
greater the chance that they would be selected
for the edge e. Second, as the network has a
power-law degree distribution we assume it also
follows the “preferential attachment” principle
(meaning that nodes with higher degree are more
likely to acquire new connections, leading to a
skew in the distribution). Under this principle,
the probability of a node being chosen for a
new connection is proportional to its degree, and
the probability for the edge e to have both sides
in V; is therefore a Bernoulli trial with success
d-| Vgl _ dvgl.
Tamer (dfval) 2B

i Binomial |E| d- |Vl
d a7 2E,|

probability p =

A value of 3; that is “too high” (i.e. unlikely
to occur with a probability less than some thresh-
old €¢) means that the number of successes from
E; trials is greater than some threshold Tpyes.

To calculate an upper threshold for the number
of successes in our Bernoulli trials that is consid-
ered statistically significant at level €, and since
our number of trials IV is large, and our success
probability p is not too close to 0 or 1, the
Binomial distribution can be approximated by a
Normal distribution. If X ~ Binomial(N, p),
it can be approximated as X ~ Y where
Y ~ Normal(p,o0?) with p = Np and 02 =
Np(1-p):

X ~ Normal (Np, Np(1 — p))

This approximation allows us to express the
cumulative distribution function (CDF) of X in
terms of the CDF of the Normal distribution ¢
as follows:

b—N
P(ng)%q)<x+05p>

Np(1 —p)
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Having ®(x) formally defined as:

1 * 1
@(fﬂ) = E/ €_§t2dt

To find a threshold s such that the proba-
bility of observing more than s successes is
less than some small ¢, we can use the Normal
approximation to write:

1- & Tthres + 0.5 — Np <¢
Np(1—p)

Or equivalently,

Tthres + 0.5 — Np

Fi e = Np(1L —p)

Solving for xes gives:

Tihwes = @ 71(1 — €)\/Np(1 —p) + Np—0.5

This provides the threshold value of the num-
ber of successes for which the probability of
achieving that number or more is less than e.

Using the original expressions for N and p
this means that the number of internal edges
above which a group of nodes with a given
degree is considered “unlikely” is:

d|V| d|V|
=o1(1 - Eil — [1- 4
s =779y ] d|2|E*|< 2E.]
d|V,|
B —4 —0.
+| d|2|E*\ 0.5
Since we already know that:
|Bql = Vyl-d - |
This means that:
Lthres = ‘I)_l(l - ‘5)
; d|v,| d|V,|
Vild— ) d (1 2l
X (| d| Lthres 2‘E*| ( 2|E*‘
. ||
Vild— S)—d—o.s)
+(| d| Tthre: 2|E*|
Rearranging:
T 1—|—CZ‘VJ‘ —|—05—d2|V‘22 =
thres 2|E*| . 2|E*| -
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d|v;
2|E,|

@71 (1-), | (1Vild ~ e

ey
Squaring both sides:

Alx?hres + Athhres + A3 =0
v\’
A =1 d
1 ( + 2E*|>

d|vy|
Ay =11 d
2 ( + 2|E*> X

2|2 2 d|V;|
1— d 11— d
< +( ( 6)) 2|E*|

A 2
d?|V;|?
Ar— 05 1Y)
’ <05 2IE.| )
d2|V; |2 d|V-
_6))2 ‘ dl 1 | d|
2|E,| 2|E, |

Solving this quadratic equation, and noting
that A; > 0, yields:

Tthres = D1 (\/ B% —4B3 — BQ)

where:

(@ '(1

By = lﬁ\vq
2+ 754
B = <o 5 ‘i;'g?) _
(@ 1(1—-¢)” ‘Zg{fr <1 _ §||gi||>

Using Lemma 5.4 this can be written as:

Zihres = B1 (\/ B3 —4B3 — B2>

1
By = Adl—@
2+ TE7

)\2&27204 9 )\dlfa

By=1 o1
: @09 g

)\2622—204

Bs =10.5—
= (055

1 d|v|
2|E, |
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/\2d2f2a )\621701
o (1—¢)’ 1-
Recalling Definition 5.7 this means that for
a given degree d a group of nodes would be
considered “unlikely” for an internal connectiv-
ity greater than:

ZLthres
|V£j| - d — Tihres
In addition, recalling Equation 1 and noting

that both ®~!(1 — ¢) and the square root are
always positive, we can see that :

AV, d2|v2
Ithres<1+ |d|>+05 |d|>0

2|E,| 21
meaning that :
V2| - ||
AV, + 2| E.|
and using Lemma 5.4 written as:
)\2622—2(1 _ |E*|
A= 4+ 2|E, |

Recalling Definition 5.7 we can see that :

Tthres =

Tthres =

/\2¢i2_2“7\E*|
8> Adl—+2|E,|
d = )\Jlfa B )\zdh—za,“;*‘ —
Adl—+2|E, |
)\2d272a‘E*|71 -1
2Ad1—> +1

O

Note that the memory and time complexity
of this approach is remarkably low due to the
aforementioned techniques, allowing for regular
refreshes as new data is obtained. This low com-
plexity, coupled with the utilization of large k for
k-mers, enhances our prediction accuracy signif-
icantly. The expressivity of large k-mers, which
refers to their ability to encapsulate functionality,
contributes to the robustness and precision of our
analysis.

Theorem 5.8 is illustrated in Figures 20, 21,
and 22. These figures contrast the thresholds
predicted by the theorem for various confidence
levels, €, with graphs of differing sizes that
conform to the power-law model. For each de-
gree d that has at least 5 nodes, the internal
connectivity of these nodes is contrasted with the
“unlikelihood thresholds” outlined by Theorem
5.8. This highlights that while power-law graphs



6 DISCUSSION

may inherently display certain patterns, arbitrary
graphs — without specific embedded signals — are
rarely expected to exhibit such local anomalies.

Drawing from Theorem 5.8, we possess a

powerful tool to systematically probe k-mer net-
works, enabling us to swiftly identify and “ex-
tract” groups of nodes, representing specific k-
mers. These k-mers are analytically established
to be linked to distinct phenotypic attributes.
The intriguing aspect of this linkage is that it
might be directly or indirectly correlated with the
biological state or condition we aim to elucidate.
Several noteworthy implications emerge from
this:

+ Relevancy Determination: It is rather
straightforward to assess the significance
of a k-mer cluster concerning a particular
phenotypic trait. This can be achieved by
juxtaposing the frequency of its manifes-
tation across various samples against the
intensity or prevalence of the attribute in
question.

o Conditional Dynamics: The pertinence of
k-mer clusters is not static. For instance,
a cluster deemed irrelevant to a specific
property during certain periods (like sum-
mer) might emerge as highly pertinent in
different settings (say, during winter, when
the biological functionality associated with
it becomes more relevant).

« Evolution of the Repository: As we con-
tinuously enrich our database with k-mer
clusters, each endorsed by empirical evi-
dence to bear some functional significance,
the value of this repository amplifies. This
augmentation manifests in two dimensions:
first, the broad spectrum of biological at-
tributes it can shed light on, and second,
the precision with which it can make such
predictions.

In essence, as we cultivate this burgeoning
collection of functionally significant k-mer clus-
ters, we enhance our capacity to decipher an
array of biological phenomena with increased
accuracy and breadth.

Ilustrated in Figures 23 and 24 are two
distinct k-mer clusters extracted from micro-
biome samples, using € = 0.001. These clus-
ters present anomalies within the microbiome
k-mer network, indicating a high likelihood of
their association with a particular biological trait.
While one cluster does not show a significant
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statistical relationship with the performance of
the feed additive Agolin, the other emerges as
a compelling correlate. This strong association
enables us to employ its presence in microbiome
samples as a reliable marker for anticipating the
enhanced effectiveness of the additive.

It’s worth noting that the cluster depicted in
Figure 23, which lacks correlation with Agolin’s
efficacy (as do many other clusters we extracted
from the microbiome data), might still prove
crucial in relation to other feed additives. Alter-
natively, this cluster could be relevant to other
properties, unrelated to methane, that we might
be keen on predicting in the future.

For the creation of the markers used in this
study we have produced the following networks:

e A dedicated network for each cow.

o A dedicated network for each farm, created
as the superposition of the networks of the
cows of this farm.

o A network of the entire data, created as
the superposition of the dedicated cow net-
works.

For each of the constructed networks, we
employed Theorem 5.8 to identify and extract
all anomalous 30-mer clusters at a statistical
confidence level of € = 0.001. This comprehen-
sive extraction yielded a substantial collection of
over 20,000 k-mer clusters that exhibited notable
statistical significance.

To pinpoint clusters relevant to each feed addi-
tive, we undertook a rigorous filtering process.
We sought out clusters that exhibited a strong
linear correlation with the additive’s efficacy,
demanding both a correlation coefficient of at
least 0.75 in absolute value, and an R? value
surpassing 0.7. Through this meticulous filtering,
we discerned between 17 to 31 distinct clusters
that met our criteria for each specific additive.

We synthesized our results into two markers
for each additive. Clusters that demonstrated a
positive linear relationship with the additive’s
efficacy were combined to form what we term
the “top marker”. Conversely, clusters that ex-
hibited a negative linear association were amal-
gamated into the “bottom marker”. During this
merging process, we prioritized k-mers that were
consistently recurrent, retaining only those that
appeared in a minimum of two clusters of the
same typology.
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Fig. 20: Illustration of Theorem 5.8 contrasting the probabilistic limit on the emergence of clusters of nodes with
the same degree that exhibit high internal connectivity, against the internal connectivity observed in a randomly
generated graph G using the Preferential Attachment method [65] for 10,000 nodes. The upper chart shows
the graph’s degree distribution, affirming its adherence to power-law dynamics. The chart below illustrates the
theoretical constraints on the internal connectivity of nodes of degree d across all observed degrees in graph
G, for varying statistical confidence levels € = 0.05,0.01,0.001. As anticipated, a more stringent € results in
fewer degrees that can form node groups with internal connectivity exceeding the predicted bounds.

6 DISCUSSION

The study implemented a novel methodology
that utilizes the cow microbiome as a basis for
predicting the efficacy of methane-reducing ad-
ditives. The structure of the trial followed a two-
step approach: initially, we collected microbiome
samples from cattle across an array of farms.
These farms were chosen to represent a broad
spectrum of conditions, including geographical

location, environmental context, herd size, and
differing management methods. The genetic data
obtained from these samples was then analyzed
via unsupervised learning to discern meaningful
microbial genetic patterns. In the subsequent
stage, a selected subset of cows from these farms
was subjected to methane emission measure-
ments under both control and experimental con-
ditions (the latter involving the feed additive).
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Fig. 21: An illustration of Theorem 5.8 contraststing the probabilistic boundary regarding the appearance
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graph’s degree distribution, reinforcing its alignment with power-law behavior. The middle chart delineates the
theoretical limits on the internal connectivity for nodes of degree d throughout all present degrees in G, set
against distinct statistical confidence levels e = 0.05,0.01,0.001. As expected, a tighter € narrows the scope
of degrees where node clusters exceed the anticipated connectivity values. The bottom chart offers a magnified
perspective on the data from the middle chart.
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Fig. 22: An illustration of Theorem 5.8 contraststing the probabilistic boundary regarding the appearance
of node clusters of the same degree with elevated internal connectivity, with the observed connectivity in a
graph G of 500,000 nodes, generated via the Preferential Attachment method [65]. The top chart displays the
graph’s degree distribution, reinforcing its alignment with power-law behavior. The middle chart delineates the
theoretical limits on the internal connectivity for nodes of degree d throughout all present degrees in G, set
against distinct statistical confidence levels e = 0.05,0.01,0.001. As expected, a tighter € narrows the scope
of degrees where node clusters exceed the anticipated connectivity values. The bottom chart offers a magnified
perspective on the data from the middle chart.
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Fig. 23: This illustration showcases a cluster of 32 k-mers (with £ = 30) derived from combined microbiome
samples of all collected samples, integrated into a single network. In this network, built using edges that
represent the co-occurrence of k-mers in shared reads, all these k-mers exhibit the same degree. Their internal
connectivity surpasses the threshold stipulated by Theorem 5.8, which suggests such a pattern is improbable to
arise spontaneously in a power-law network. The chart on the top-left visualizes the cluster’s prevalence among
the Microbiome Train cows, assessed by the frequency of k-mer appearances in their samples, normalized
against the average frequency. In contrast, the top-right chart represents the efficacy of the Agolin additive,
determined for the Methane Train cows that originate from the same farms as the Microbiome Train cows. Here,
each Microbiome Train cow’s efficacy is linked to its farm’s average efficacy, calculated from the corresponding
Methane Train cows. The bottom chart juxtaposes these two datasets in a scatter plot, seeking a potential linear
relationship. Notably, it reveals an absence of linear correlation between the abundance of this k-mer cluster

and Agolin’s effectiveness.

This stage utilized supervised learning, building
upon the established microbial baseline from the
first step.

The design of our study, combined with the
unsupervised genetic material detection method-
ology, can be extended as a predictive framework
for various other properties, given appropriate
labeling for the supervised learning stage. This
work highlights the positive network effect of
this method: as more data are collected and in-
corporated into the unsupervised learning stage,
the accuracy of the predictions improves. When
new use-cases are introduced, they contribute ad-
ditional microbiome samples, further improving
the predictive capability across all use-cases.

The division of cows into different groups
(e.g. “control methane cows”, “train methane
cows”, and “test methane cows”) was a critical
part of our study design. It was done randomly,
but with meticulous attention to mitigating any
potential biases. Several key factors were taken

into account, including the age of cows, their
days in lactation, and average milk yield. By us-
ing these factors to inform our random selection,
we were able to create groups that were repre-
sentative of the general population of the herd.
This ensured that the microbiome samples and
methane measurements taken from each group
were not skewed by any one particular attribute,
enhancing the generalizability and applicability
of our findings.
Macroscopic Microbial Data Properties:

Our analysis revealed a striking and notewor-
thy pattern in the distribution of the repetition
of the reads and the k-mers. Specifically, we
observed that the popularity of these repetitions
follows a power-law distribution. This observa-
tion was consistent and sustained, evident in the
data extracted from multiple cows, and across
both read and k-mer repetitions.

It is crucial to underscore that the emergence
of this power-law distribution is data-agnostic.
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An Example of a Local Anomaly for a 30-mers Network
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Fig. 24: This illustration showcases a cluster of 25 k-mers (with £ = 30) derived from combined microbiome
samples of all collected samples, integrated into a single network. In this network, built using edges that
represent the co-occurrence of k-mers in shared reads, all these k-mers exhibit the same degree. Their internal
connectivity surpasses the threshold stipulated by Theorem 5.8, which suggests such a pattern is improbable to
arise spontaneously in a power-law network. The chart on the top-left visualizes the cluster’s prevalence among
the Microbiome Train cows, assessed by the frequency of k-mer appearances in their samples, normalized
against the average frequency. In contrast, the top-right chart represents the efficacy of the Agolin additive,
determined for the Methane Train cows that originate from the same farms as the Microbiome Train cows. Here,
each Microbiome Train cow’s efficacy is linked to its farm’s average efficacy, calculated from the corresponding
Methane Train cows. The bottom chart contrasts these two datasets in a scatter plot, revealing a discernible
statistical association. Specifically, it illustrates that the efficacy of Agolin in farms exhibits a linear rise — with
significant statistical backing — as the prevalence of this cluster’s k-mers increases among the cows of these

farms.

This means that it is not an artifact of our data
acquisition process or specific to the type of data
being studied. Indeed, the power-law distribution
we observed suggests the existence of underlying
principles governing these distributions, which
extend beyond the specifics of our study.

One might suggest that the ‘shotgun’ metage-
nomic sequencing method, which we employed
to sequence the DNA samples, could somehow
skew the data towards this power-law distribu-
tion. However, this is highly unlikely. While
the sequencing method can indeed introduce
certain biases into the data, there is no reason
to suspect that it would give rise to a power-law
distribution. This is because sequencing, by its
nature, is a pseudo random process and, as such,
is not predisposed towards creating any specific
pattern, much less one as distinctive as a power-
law distribution.

Moreover, when we pooled the data from

several cows together and then analyzed the
distribution of popularity, we consistently ob-
served the power-law distribution. This further
strengthens our assertion that the power-law dis-
tribution is not an artifact of data acquisition. If
it were, the distribution would be different for
each cow, reflecting the individual variances in
data collection. The consistent manifestation of
the power-law distribution across different cows
suggests a more profound, universal principle at
work.

Interestingly, we observed the power-law dis-
tribution in the repetition of k-mers, as well as
whole reads. This consistency across different
levels of granularity in the data adds another
layer of validation to our findings. The emer-
gence of a power-law distribution at different
scales strongly suggests the existence of scale-
free, fractal-like patterns in the data, which is a
key characteristic of power-law distributions.
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Taken together, our findings strongly sug-
gest that the observed power-law distribution
is not a mere artifact of our methodology, but
rather points to fundamental biological phenom-
ena. This could have profound implications for
our understanding of the cow microbiome and
the factors influencing the efficacy of methane-
reducing additives. Further research is required
to fully understand the implications of these
findings, but they present promising avenues for
future investigations.

Limitations:

Despite the promising results of our study,
we must also recognize its limitations. Firstly,
while our methodology attempted to mitigate the
potential for bias, with the division of cows into
“control methane cows”, “train methane cows”,
and “test methane cows” carefully executed to
take into account factors such as the age of cows,
their days in lactation, and average milk yield,
some bias could still remain. Individual differ-
ences in cow physiology, diet, and environmental
factors could potentially affect both the compo-
sition of the microbiome and the methane pro-
duction. Future research should consider these
factors in more depth, perhaps by introducing
stratification or covariate balancing.

Moreover, while our study design can be
extended as a predictive framework for various
other properties, it is also reliant on the avail-
ability of accurate labeling data. Inadequate or
inaccurately labeled data during the supervised
learning stage could affect the model’s predictive
capability. The accuracy of our predictions is
likely to improve with more data, highlighting
the need for continued and broad-scale data
collection efforts.

Lastly, our analysis primarily focused on
the methane reduction potential of additives. It
would be worthwhile to consider other potential
effects of these additives on cow health, produc-
tivity, and the quality of dairy products.

Recognizing these limitations is vital to guide
future research. While our study provides a
significant step forward in the use of the cow
microbiome to predict the efficacy of methane-
reducing additives, there is still much work to
be done to refine our understanding and improve
our predictive capabilities.

Impact:

Our results were promising, demonstrating a

correlation between certain microbiome patterns
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and the efficacy of methane-reducing additives.
This allows us to predict the impact of additives
based on a cow’s microbiome, enhancing the
average effect by using the additive only when
it is expected to be effective.

The potential impact of these findings is
substantial. Given the ongoing need to re-
duce methane emissions for environmental rea-
sons, the ability to predict the effectiveness of
methane-reducing additives at an individual cow
level could lead to significant improvements in
emission reduction strategies.

Moreover, it is important to emphasize a few
additional points. Even though methane mea-
surements were only conducted at some farms,
the broad-scale collection of microbiome data
enriched the initial unsupervised learning phase,
enhancing the detection of significant microbial
genetic patterns. There was no overlap between
the cow groups from which microbiomes were
sampled and those from which methane was
measured, affirming that a small microbiome
sample is representative of the entire herd’s
microbiome.

Our approach rests on the assumption of
strong microbiome homogeneity across the cows
within a single herd. This means that while
our microbiome samples were collected from
one group of cows, we consider these samples
as indicative of the microbiome composition of
the entire herd. The validity of this assumption
is confirmed when we successfully use these
microbiome samples to predict the efficacy of the
methane-reducing additives in a distinct group of
cows within the same herd. This suggests that
despite no overlap in the cows from which the
microbiome and methane measurements were
taken, our microbiome sample effectively rep-
resents the herd’s overall microbiome. It’s this
feature that makes our method both robust and
scalable, as it allows for a comprehensive pre-
diction model without requiring invasive and
extensive sampling from every cow.

Finally, while the initial implementation of
our methodology was conducted in Israel, its
design and underlying principles suggest a wide-
ranging applicability. This makes it a valuable
tool for dairy farming operations worldwide, par-
ticularly in the context of sustainable agriculture
and environmental management.
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Future Work:

Our study opens up several intriguing av-
enues for future research. While we established
a novel methodology for predicting the efficacy
of methane-reducing additives, the potential of
using the cow microbiome as a predictive tool
extends beyond this singular application. In the
future, our methodology could be employed to
predict other biologically significant outcomes
based on microbiome composition, such as dis-
ease susceptibility or productivity measures like
milk yield and growth rate. Such predictive
models could aid in early intervention strategies
and improve the overall health and productivity
of livestock.

Further, our research indicated that a small
microbiome sample is representative of the entire
herd’s microbiome. This paves the way for non-
invasive, rapid and cost-effective microbiome
sampling techniques that could be used at scale.
Developing these techniques and validating their
efficacy would be a valuable next step.

Finally, while our study focused primarily on
the methane reduction potential of additives, it
would be worthwhile to investigate other po-
tential effects of these additives. Are there any
unintended consequences of their use, such as
changes to cow health or milk quality? Under-
standing the holistic impact of these additives
will provide a more comprehensive view and
aid in making informed decisions regarding their
widespread use.

Overall, this research has laid the groundwork
for an exciting new direction in livestock man-
agement. Through continued refinement and ex-
pansion of this work, we envision a future where
personalized additive regimens of the farm level,
informed by each herd’s dynamic microbiome,
become a standard practice, optimizing both en-
vironmental impact and productivity outcomes.
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